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Preface



Application of modelling and simulation in science and technology has undergone a change during the last few decades. During this period, newer ideas have been prescribed, and phenomenal changes have taken place in different directions in R&D activities. In view of this, it becomes important to discuss on the issues of Modelling and Simulation in Science, Technology and Engineering Mathematics. With this motivation, the book entitled Modelling and Simulation in Science, Technology and Engineering Mathematics has been edited. This book contains the research papers presented in International Conference on Modelling and Simulation (MS-17) organized by Association for the Advancement of Modelling and Simulation Techniques in Enterprises (AMSE) in collaboration with The Institution of Engineering and Technology (IET-UK), Kolkata Local Network, on 4–5 November 2017, in Kolkata. Papers have been divided into following tracks: • • • • • • •



Fuzzy, Optical and Opto Electronic Control of Oscillations Power System Energy Control Techniques Neuro Fuzzy, Control System and Optimization Computation Technique Modelling and Simulation in General Application



Editors of this book would like to acknowledge the support received from authors of the chapters and reviewers for their valuable contribution.
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We express our sincere thanks to the members of Springer for their support in publishing the book. We are sure that this book will give ample scope to the readers to gather knowledge and information on the above subject matters. Malda, India Howrah, India Kolkata, India Lyon, France
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Part I



Fuzzy, Optical and Opto Electronics Control of Oscillations



Studies of Optical Properties of RF Magnetron Sputtered Deposited Zinc Oxide Films S. K. Nandi



1 Introduction Zinc oxide (ZnO) is of great interest as a suitable material for high temperature, high power electronic devices either as the active material or as a suitable substrate for epitaxial growth of group III-nitride compounds. With its large, direct band gap ≈3·4 eV, a low-power threshold (~160 µJ cm−2 ) for optical pumping at room temperature and wurtzite crystal structure, ZnO is similar to GaN. Due to its relatively close match in lattice constants, it may be used as a substrate for GaN and AlN epitaxy. As a consequence, there is renewed interest in the properties of ZnO relevant for microelectronic device applications. ZnO thin films have been prepared by a wide variety of techniques, including sputtering, spray-pyrolysis, and electro deposition [1] etc. In particular, the r.f. sputter method has advantages over other processes because of its simplicity [2]. We investigate the optical properties of r.f. magnetron Sputter ZnO/Si films by photoluminescence (PL) measurements, Structure and composition of the ZnO/Si films have been investigated by X-ray diffraction (XRD), atomic force microscopy (AFM), scanning electron microscopy (SEM) and X-ray photoelectron spectroscopy (XPS) for chemical composition.



2 Experiment and Results The undoped ZnO (100 nm) thin film deposited on Si (100) at 450 °C using 13.56 MHz r.f. magnetron sputtering system with a base pressure of 1.0 × 10−6 Torr., working pressure of 1.0 × 10−2 Torr., used gas of Argon, substrate temperature of 450 °C S. K. Nandi (B) Department of Physics, Rishi Bankim Chandra College, 24-Parganas (North), Naihati 743165, West Bengal, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_1
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with RF power of 100 W. In the XRD pattern (Fig. 1) a major peak of preferential orientation along (103) and minor one related to (002) of the undoped ZnO films were observed. It indicates that ZnO films are polycrystalline structures. Figure 2 shows the atomic force micrograph of ZnO film. The scan was taken on a 5 µm × 5 µm area. The statistical information of the topography of the ZnO films as observed from the height histogram of the AFM image are: Rms surface roughness (Zrms) and average roughness (Zav) were found to be 50.9 and 30.4 Å, respectively. A scanning electron microscopy (SEM) image of the cross-sectional view of ZnO/Si film (Fig. 3) shows columnar growth which indicates an orientation parallel c-axis (002) with thickness 100 nm. Figure 4 shows core levels of Zn 2p of the ZnO films measured by X-ray photoelectron spectroscopy (PHI-5800). The as-grown ZnO thin film of the peaks of Zn 2p are found to be at 1044·8 eV and 1021·7 eV for Zn 2p1/2 and Zn 2p3/2 , respectively, with a separation of 23·1 eV between the two peaks which is due to the Zn 2p state. To investigate the optical properties of the films, photoluminescence (PL) measurements were performed Under the 325 nm excitation, the emission PL spectra of a ZnO film at different temperatures are shown in Fig. 5. From the emission spectra,



Fig. 1 X-ray diffraction pattern of the as-grown ZnO thin film at 450 °C and r.f. power 100 W



Fig. 2 Two-dimensional AFM image of ZnO Film with scan area of 5 µm × 5 µm
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Fig. 3 SEM view of the rf sputtered ZnO film deposited on Si Fig. 4 XPS core-level of O 1 s and Zn 2p of the as-grown ZnO thin film



it is clearly found that there is two emission bands peaked at 380 nm (UV band) and 502 nm (green band) for all. The origin of the 380 and 502 nm bands has been ascribed to the band edge radiative recombination and intrinsic defects (mostly O vacancy) of ZnO, respectively in many reports [3]. From Fig. 6, it can be found that the intensity of 380 and 502 nm emission decreases when the sample temperature is increased. When the temperatures are higher than 100 K, the 502 nm emission disappears [4]. Meanwhile, the intensity of 380 nm increases as the sample temperature increases, until it reaches 200 K. Afterwards, the intensity of 380 nm decreases when the sample temperature continues increasing. The integrated intensities of 380 and 502 nm emission peaks at different temperatures are shown in Fig. 6, which were calculated from the area under the curves of related emission peaks in Fig. 5.
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Fig. 5 Emission PL spectra of ZnO films at different temperatures



Fig. 6 Integrated intensities of 380 and 502 nm emission peaks at different temperatures



3 Conclusion The r.f. magnetron sputter ZnO/Si films has been studied. Physical and chemical characterizations of the films were investigated using AFM, SEM, XRD and XPS. Due to its attractive properties ZnO films may have attracted much interest of potential commercial application in Photo voltaic Solar cell and optoelectronic devices, such as light-emitting diodes, laser diodes and UV photo detectors.
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Effect of Transmission Delay in a Modified Hybrid Long Loop Phase Lock Loop Arindum Mukherjee, Shuvajit Roy and B. N. Biswas



1 Introduction In an ordinary phase lock loop (PLL), it is a common observation that any attempt made to improve the noise squelching property of the loop inevitably leads to lower the capture capability [3, 4]. The earlier works of Biswas et al. [1, 2] overcomes this restriction by using a hybrid long loop (HLL) whereby the limitations imposed on circuit on the capture capability of a conventional phase lock-loop is overcome, and the system response linearity also increases. This paper presents the effect of transmission delay arising due to an IF filter in the loop and hence an attempt has been made here to mitigate this deleterious effect with the help of injection synchronization. Moreover an additional control by incorporating a phase modulator in the loop has been included which will increase the lock range of the loop beyond 90°, thereby reducing the probability of cycle slipping phenomenon. The loop will be now referred to as the modified hybrid long loop PLL (MHLL) because of the presence of this extra phase modulator in the circuit. Consider the proposed circuit shown in Fig. 1, it consists of an analog mixer, a sinusoidal phase detector (PD), two voltage controlled oscillators (VCO1 and VCO2), two low-pass  filters (F 1 (p) and F 2 (p)), a phase modulator (PH. MOD) and an amplifier K in j to control the gain of the injection synchronized path to the VCO1. In addition to these components, a broadband IF filter is inserted which controls the A. Mukherjee (B) Central Institute of Technology, Assam, India e-mail: [email protected] S. Roy Institute of Radio Physics and Electronics, Kolkata, India e-mail: [email protected] B. N. Biswas Chairman Education Division, SKFGI, Mankundu, West Bengal, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_2
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Fig. 1 Modified hybrid long loop PLL



noise bandwidth for the system. The detailed analysis of the noise bandwidth will be reported in a future communication. Finally, the presence of a narrowband tuned circuit introduces transmission delay (τ ) in the loop. Output from the mixer feeds simultaneously the PD and the π/2-phase shifter. For harmonic synchronization of VCO1, this output is injected into the oscillator circuit of the VCO1. The PD output is then delivered through the low-pass filters to the reactance modulators of the two VCO’s in order to control the instantaneous frequencies of the VCO’s. Thus the error signal from the PD output and the RF signal from the output of the mixer control the instantaneous frequency of VCO1. It is worthwhile to mention here that the low-pass filters are employed to attenuate out the disturbances accompanying the reference signal. With the introduction of the low-pass filters, the capture region of the PLL will be reduced significantly relative to the zone of synchronism (maximum frequency error in the steady state). Again, it is known that for direct synchronization, the capture region and the synchronization region are same. Moreover, the linearity of the proposed system increases as the effective phase error becomes small at the input to the PD, which may be further observed by noting that the heterodyne output of the mixer feeds the PD.



2 Theoretical Analysis Let us assume the input to be of the form A sin[ωi t + θi (t)], and the two VCO outputs are chosen as, VCO1: 2 cos[ω1 t + θ1 (t)] and VCO2: 2 cos[ω2 t + θ2 (t)]. The phase-detector output is given by A × sin[(ωi − ω1 − ω2 )t + θi (t) − θ1 (t) − θ2 (t) − ϕm (t)]  A × sin[ × t + θi (t) − θ1 (t) − θ2 (t) − ϕm (t)],



(1)
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where   (ωi − ω1 − ω2 ) is the open loop phase error. Again, since the filter transfer functions are ‘F 1 (p)’ and ‘F 2 (p)’ respectively, ‘p’ being the Heaviside operator, and recognising that the output of the LPF modulates the instantaneous phase of the VCO, one gets dθ2  A × β2 × F2 ( p) × sin[φ(t − τ )] dt



(2)



and dθ1  dt







ω0 2Q



 × K in j × A sin[φ(t)] + {β1 × F1 ( p) × A sin[φ(t − τ )]}



the instantaneous phase equation is given by   dφ ω0 × K in j × A sin[φ(t)] − dt 2Q − [β1 × F1 ( p) + β2 × F2 ( p)] × A sin[φ(t − τ )] dφ(t − τ ) dθi − K ϕ × cos[φ(t − τ )] × + dt dt



(3)



(4)



This equation is solved numerically to study the variation of phase detector output voltage and its spectrum in absence and presence of delay. It is to be noted that ‘ω0 ’ is the centre frequency of the narrowband IF filter, ‘β’ is the VCO sensitivity and the low-pass filters are chosen as first order with time constant ‘T’.



3 Results and Discussions It will be reported in a later communication,  that injection synchronization reduces  introduced by the narrowband IF filter. the effect of transmission delay τ  2×Q ω0 It will be also shown that the additional phase control arrangement has more pronounced effect in reducing the third harmonic distortion as compared to the injection synchronized component. The phase detector output in absence and presence of delay are shown in Figs. 2 and 4 respectively. The presences of third harmonic distortion are shown in Figs. 3 and 5 respectively. A numerical experiment has been performed to study the effect of third harmonic distortion (THD) with transmission delay and is shown in Fig. 6 and in Table 1. With the increase in delay, the 3rd harmonic distortion decreases.
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Phase detector voltage without delay



Fig. 2 Phase detector voltage in absence of delay
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Fig. 3 Spectrum of phase detector output in absence of delay
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Magnitude response of phase det voltage



Magnitude response in presence of delay
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Fig. 6 Third harmonic distortion with delay; red dots are experimental data and blue curve is curve fitting
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Table 1 Ratio of 3rd harmonic to fundamental frequency Without delay



THD %



Delay (s)



THD (%)



2.5997/69.178  4.24



0.031 0.244 0.549 0.763 0.854



2.5677/69.226  3.71 2.6618/69.121  3.85 2.6131/68.434  3.82 2.4359/68.552  3.55 2.4625/68.796  3.57



Injection strength  1.5 V; VCO1 sensitivity  6 Hz/V; VCO2 sensitivity  2 Hz/V; Filter time constants  0.1 s; Modulating signal frequency  1 Hz; IF filter centre frequency  10 Hz; Initial detuning  0



4 Conclusion A modified HLL is analysed with particular emphasis on the effect of transmission delay in the loop. The presence of third harmonic distortion is reported and its variation with delay is studied. Phase detector output and the corresponding spectrum are also studied in absence and presence of delay. In a future communication, it will be reported that injection synchronization reduces the effect of transmission delay and the phase modulator reduces the loop noise bandwidth. Acknowledgements The authors are thankful to BoG, Central Institute of Technology and Mr B Guha Mallick, the Chairman of the Supreme Knowledge Group of Institutions, for successfully carrying out this work.



References 1. B.N. Biswas, Combination injection locking with indirect synchronization technique. IEEE Trans. Commun. Technol. (Corres.) 21, 73 (1967) 2. B.N. Biswas, P. Banerjee, Range extension of a phase-locked loop. IEEE Trans. Commn. COM21, 293–296 (1972) 3. B.N. Biswas, Phase Lock Theories And Application (Oxford & IBH, New Delhi, 1988) 4. F.M. Gardner, in Phase Lock Techniques, 3rd edn. (Wiley, Hoboken, 2005)



Comparative Study of Single Loop OEO Using Static and Dynamic Band Pass Filter Shantanu Mandal, Kousik Bishayee, C. K. Sarkar, Arindum Mukherjee and B. N. Biswas



1 Introduction Traditional method of microwave or mm-wave signal generation was realized by means of oscillators based on diodes like Gunn, IMPATT, TRAPATT etc. or using transistors. To achieve the desired frequency range, several stages of frequency multiplication using electronic circuitry needs to be done. Microwave or mm-wave signal can also be generated by beating of two laser beams or by optical injection locking method [1, 2]. These approaches were good and useful for most of traditional applications. However, for many emerging applications of recent days such as in radar, wireless communications, GPS, software defined radio etc., this traditional method fails to produce satisfactory results. Those systems were not only complicated and costly, but also lack of spectral purity, low phase noise and frequency-tunability, which are essential in these modern applications. Optoelectronic Oscillator (OEO) is the most advanced method for extracting high purity and extremely low phase noise microwave signal proposed by Nakazawa et al.



S. Mandal (B) · K. Bishayee Department of ECE, University Institute of Technology, The University of Burdwan, Burdwan, WB, India e-mail: [email protected] C. K. Sarkar Department of Electronics and Telecommunication Engineering, Jadavpur University, Kolkata, WB, India A. Mukherjee Department of ECE, Central Institute of Technology, Kokrajhar, Assam, India B. N. Biswas Sir J. C. Bose School of Engineering, SKFGI, Mankundu, WB, India © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_3



15



16



S. Mandal et al.
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Fig. 1 Conventional single loop optoelectronics oscillator (OEO)



[3] in 1984. The construction, operation and benefits of OEO have been reported elaborately by Yeo and Meleki [4–6]. In single loop OEO (Fig. 1), a highly coherent laser beam is fed to an electro-optic modulator (MZM), the output of which is passed through a long optical fiber and detected with a photo detector. The optical fiber used here as a microwave resonator, which provides low loss and an extremely high Q factor. The output of the photo detector is amplified by an RF amplifier and filtered by a sharp cut off band pass filter and fed back to the electric port of the electro-optic modulator. This PLL configuration supports self-sustained oscillations, at a frequency determined by the fiber delay length, the bias setting of the modulator, and the band pass characteristics of the filter [4–7]. Therefore, in this paper the behavioral pattern of a single loop OEO with a Static RF filter and Dynamic Band Pass filter has been compared. Dynamic Band Pass filter used here is a tuned circuit whose center frequency can be changed with external dc control voltage [8–10]. Steady state amplitude and frequency of the OEO with different type of filter has been derived theoretically. Then the amplitude and frequency variation of the OEO with fiber delay for two different type of filter has been measured. Finally the tracking capability of the OEO with two type of filter is compared for external injection signal of different amplitudes and frequency has been derived theoretically and measured practically. Both theoretical analysis and practical findings are found in good agreement.
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2 System Equation of OEO Let us assume the RF input to the modulating grid of the MZM to be Vin (t)  V (t)e j[ω1 t+θ(t)] where, V (t) is the oscillation amplitude with a frequency ω1 and initial phase θ . The optical power from the electro-optic modulator output port can be obtained    Vin (t) + VB 1 (1) P  α P0 1 − η × sin π 2 Vπ where α is the fraction of insertion loss of the modulator, Vπ is the half-wave voltage, VB is the bias voltage, P0 is the input optical power, Vin (t) is the input RF voltage to the MZ modulator and η determines the extinction ratio of the modulator. If ρ is the sensitivity of the photo detector and R is the output impedance of the photo detector then the output of the MZ modulator can be written as     π V (t − τ ) π VB J1 sin[ω(t − τ )] V0 (t)  −2ηV ph cos Vπ Vπ N [V (t − τ )]  exp(−sτ )Vin (t) (2) V (t) where, τ is the time delay of the long optical fiber in the loop, V ph      π V (t − τ ) π VB J1 N (V (t − τ ))  −2ηV ph cos Vπ Vπ



Rαρ P0 2



and (3)



Without loss of any generality, we can assume that VB  Vπ ; η  1 and π V ph  Vπ and Vπ  π then, N (V (t − τ ))  2J1 [V (t − τ )]



(4)



If the gain of the second order tuned circuit is G 1 , gain of the RF amplifier is G 2 , frequency detuning is ω then, the transfer function can be written as G(s) 



G1



 1+ Q



s ω0



+



  ω0 1+ ω ω



(5)



0



s



where, ‘Q’ is the quality factor of the tank circuit. The closed loop equation can be written as ⎧ ⎡  ⎪ ⎨ ω 1+ 0 s Vin ⎢ Vin V0 (t)   + ⎣1 + Q ⎪ G 2 G(s) G2G1 s ⎩ ω0



ω ω0



2 ⎫⎤ ⎪ ⎬ ⎥ ⎦ ⎪ ⎭



(6)
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where Vin (t)  V (t) exp[ j(ω0 t + θ (t)] and G  G 1 G 2 . The Eq. (6) can be written as with the help of complex frequency [6] ⎡ ⎤    Q 1 dV dθ   1 + + j ω + 1 ω0 V (t) dt dt ⎥ 1⎢ 2J1 [V (t − τ )] −sτ  ⎢ e  2  ⎥ ⎣ ⎦   V (t) G 1 +Qω0 1 + ω + ω12 V1 ddtV + j dθ ω0 jω1 dt



(7)



1



Equating the real and imaginary part of Eq. (7) and considering ω1 ≈ ω0 we can get ω0 2 [2G J1 [V (t − τ )] cos(ω0 τ ) − V (t)]  ω Q 1 + ω0   2 ω ω0 1 + ω0 − 1 J1 [V (t − τ )] sin(ω0 τ ) dθ 2ω0 G   −   2  2 dt V (t) 1 + ω +1 Q 1 + ω +1 ω0 ω0 dV  dt



(8)



(9)



Now in steady state, considering ddtV  0, the free running amplitude of the oscillation is obtained exactly same as using a static band pass filter [11, 12] given by   √ 1 (10) V (t)  2 2 1− G cos(ω0 τ ) The normalized free running frequency is obtained as    ωf ω 2 1 tan(ω0 τ ) 1+ 1+  −1−  2  ω0 ω0 Q ω 1 + 1 + ω0



(11)



Whereas the normalized free running frequency using a static band pass filter obtained earlier [11] is given by ωf tan(ω0 τ ) 1− ω0 2Q



(12)



Growth of amplitude of oscillation of OEO using static and dynamic BPF is obtained by numerically solving the coupled non-linear delay differential Eqs. (8) and (9) using Wolfram Mathematica 11.1® as shown in Fig. 2. This variation in response is due to the detuning effect of the dynamic filter which has the noticeable difference in the damping factor of the oscillators during the initiation of oscillation.
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Growth of oscillation in OEO using Static and Dynamic filter
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Fig. 2 Growth of amplitude of oscillation of OEO using static and dynamic BPF



Further, when an external synchronization signal is injected into the OEO, it is most important to see the zone over which the sync signal is in lock with the OEO free (t−τ )] )]  2J1 [VV (t)  2J1V[V ] running signal. In steady state, the non-linear term N [VV(t−τ (t) can be considered as constant (‘C’). Therefore, the normalized lock range of OEO can be written as [11–13].   GE 2



 ω1 − GC sin(ω0 τ ) − − (GC cos ω0 τ − 1)2 (13) V   × ω where, ω1  2Q ω0 Here the variation of lock range with different fiber delay as well as with different detuning values using static and dynamic filter has been compared experimentally.



3 Experimental Results and Discussion The experimental validations of the theoretical expressions are obtained using MATLAB® Simulink® environment. The designed experimental setup of the OEO is shown in Fig. 3. Here, the conventional static BPF of earlier work is replaced with the proposed dynamic BPF as shown in the Fig. 3. The frequency response of the static and dynamic band pass filter is shown in Fig. 4 which shows exactly same type of response in both cases. But in dynamic filter, the center frequency is varying nearly the same amount as frequency detuning ( w), which is ideal for a dynamic BPF and is the prime goal of using dynamic filter here.
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Fig. 3 Simulation block diagram of OEO using dynamic filter Frequency Response of Static and Dynamik BPF 1
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Fig. 4 Frequency response of single loop OEO using static and dynamic filter



The previous observation becomes more prominent when the center frequency variation along with different detuning ( w) has been measured. Plot of center frequency variation with detuning, considering RF amplifier gain of 3.0 and quality factor (Q) value of 76.9 (Fig. 5), shows completely linear variation. Next, the experimental variation of normalized amplitude and frequency of the single loop OEO with optical fiber delay is compared for static and dynamic BPF as shown in Figs. 6 and 7. The corresponding experimental data is given in the Tables 1 and 2 respectively where, different frequency detuning of the dynamic filter has been considered. Visualizing the nature of the curves it can be concluded that the use of dynamic filter in OEO reduces its amplitude as well as the frequency variation with delay considerably.
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Variation of Normalized Frequency with Frequency Detuning 1.2
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Fig. 5 Frequency Detuning with center frequency shift of dynamic filter
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Fig. 6 Experimental variation of normalized amplitude with fiber delay



Finally, the modified single loop OEO is synchronized with the externally injected signal. The dynamic filter adjusts its center frequency in such a way that the center frequency becomes equal to the instantaneous frequency of the injected signal. Once
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Fig. 7 Experimental variation of normalized frequency with fiber delay Table 1 Experimental data for normalized amplitude with fiber dela Fiber delay in Normalized Normalized Normalized nsec amplitude of amplitude of amplitude of static BPF dynamic BPF dynamic BPF with W  with W  2.5 MHz 1.5 MHz 1 1 1 1 3 0.972 0.989 0.987 5 0.916 0.961 0.963 7 0.813 0.919 0.92 9 0.641 0.841 0.851 10 0.493 0.785 0.8



Normalized amplitude of dynamic BPF with W  0.5 MHz 1 0.986 0.962 0.931 0.878 0.839



synchronized, the variation of normalized lock range of OEO with fiber delay as well as injection signal amplitude is shown in Figs. 8 and 9 respectively. The nature of the graph shows the exact resemblance with of static and dynamic filter. That means with the use of such a dynamic filter, variable frequency OEO of similar nature to static one, can be obtained.
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Table 2 Experimental data for normalized frequency with fiber delay Fiber delay in Normalized Normalized Normalized nsec frequency of frequency of frequency of static BPF dynamic BPF dynamic BPF with W  with W  2.5 MHz 1.5 MHz 1 1 1 1 3 0.999 0.999 0.999 5 0.997 0.997 0.999 7 0.997 0.996 0.997 9 0.995 0.994 0.995



Normalized frequency of dynamic BPF with W  0.5 MHz 1 0.998 0.998 0.996 0.994
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Fig. 8 Experimental variation of lock range with fiber delay



4 Conclusion This paper considers the effect of synchronizing capability when a conventional RF static band-pass filter is replaced by a dynamic filter in a single loop OEO. System governing equations are derived when the synchronization signal is in the form of angle modulation and an expression for locking range of the OEO has been calculated. In a future communication, the dynamic tracking capability of this filter will be reported.
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Fig. 9 Experimental variation of lock range with injection amplitude
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1 Introduction Over the last few years OEO has seen wide spread application in the field of RADAR, fiber optic communication system, long distance digital communication system, in view of the fact that it has the ability to produce high frequency signal with ultra high spectral purity. This oscillator was first introduced by Neyer and Voges [1]. Posterior to their pioneering work, Yao and Maleki introduced this oscillator as a high quality microwave oscillator [2]. The OEO contains a continuous wave laser source. The optical signal generated from the laser is fed to a Mach-Zehnder modulator (MZM), which is acting as an intensity modulator. The intensity modulated optical signal is passed through an optical fiber delay line and applied to the photo detector. The detected RF signal is then filtered by a band pass filter (BPF). The output of the BPF is fed to the electrical port of the MZM. Generation of high spectrally pure signal is D. Ghosh (B) Department of Electronics and Communication Engineering, Siliguri Institute of Technology, Siliguri 734009, West Bengal, India e-mail: [email protected] A. Mukherjee Department of Electronics and Communication Engineering, Central Institute of Technology, Kokrajhar 783370, Assam, India e-mail: [email protected] N. R. Das Institute of Radio Physics and Electronics, Calcutta University, 92 A.P.C. Road, Kolkata 700009, West Bengal, India e-mail: [email protected] B. N. Biswas Education Division, SKF Group of Institutions, Mankundu, Hooghly 712139, West Bengal, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_4
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possible due to the long low loss optical fiber delay line in its feedback loop. The long delay line results in a high quality factor and spectral purity. The presence of optical fiber delay line facilitates OEO as a candidate of electro-optical system with delayed feedback. Therefore the study on the complex dynamics of OEO is an important aspect, both from academic and engineering application point of view. Considering the feedback gain as a control parameter Chembo et al. described the generation of chaotic breathers in an OEO [3]. Other schemes for chaotic signal generation and stability analysis in an OEO was also being contemplated [4–9]. By controlling both feedback delay and loop gain the complex dynamics and synchronization property of an OEO was reported [10, 11] but the OEO in this report was implemented using discrete time DSP technology. The oscillator was designed with a laser, electro-optic modulator and a photo-detector but for delay and filtering purpose the DSP board was used. In [12], it has been reported by the present authors that with the variation of loop delay the system loses its stability and following a period doubling route it produces chaotic oscillation. In the present work we report a study on the complex dynamics of an OEO under the influence of a synchronizing signal. In OEO in order to obtain high spectral purity of the signal a long feedback loop delay is required. But long feedback loop delay produces additional cavity modes. These adjacent cavity modes can even produce unwanted chaotic oscillation. It has been shown that by controlling amplitude of the external signal the chaotic oscillation at the output of the free running oscillator can be destroyed and period −1 oscillation can be produced. Although the method of chaos quenching is not new [13, 14], as far as the knowledge of the authors is concerned, the effect of sync signal to control the chaotic dynamics of the OEO is addressed nowhere. The paper is organized in the following way: Sect. 2 describes the basic configuration of the oscillator and derivation of the system equation. In Sect. 3 the numerical study is presented. The simulation study is described in Sect. 4. Finally the paper concludes.



2 Derivation of System Equation Figure 1 shows the basic configuration of an SLOEO. It consists of a continuous wave laser source which is fed into a Mach-Zehnder modulator (MZM), the MZM acts as an intensity modulator of the optical signal. The optical output of the modulator is detected by a photo detector after passing through a long optical delay line. This signal is then passed through an electrical band pass filter (BPF). The output from the BPF is fed back to the electrical port of the MZM. The BPF implemented here using a single tuned circuit. Let us consider the RF input to the MZM is Vin (t)  V (t)e j(ω0 t+θ(t)) where V (t) is the amplitude of the signal with free-running frequency ω0 and the initial phase of θ (t). The output power of the MZM can be expressed as [15].



A Study on the Effect of an External Periodic …



29



Fig. 1 Basic configuration of a single loop optoelectronic oscillator



P(t) 



   Vin (t) + VB 1 α P0 1 − η Sin π 2 Vπ



(1)



where P0 is the input optical power, α is the fraction of insertion loss of the modulator, η is the extinction ratio of the modulator, V B is the bias voltage of the modulator, and Vπ is the half wave voltage of the modulator. Therefore the photo-detector output can be expressed as V0 (t)  ρ R P(t − τ ), where ρ is the sensitivity and R is the output impedance of the photo-detector and τ is the time delay resulting from the physical length of the optical fiber in the feed-back loop. Considering all these arguments it can be shown that [15, 16]. ⎡ 



⎤



 







∞ π V (t−τ ) π V (t−τ ) π VB + 2 cos[2 m ω(t − τ )] J J 1 − η sin 0 2m ⎢ ⎥ Vπ Vπ Vπ ⎢ ⎥ m1 ⎥ V0 (t)  V ph ⎢ ⎢ ⎥ 







∞ ⎣ ⎦ π V (t−τ ) π VB −2η cos Vπ × 2 J2m+1 sin[(2m + 1)ω(t − τ )] Vπ m0



It is to be noted that with the growth of oscillation amplitude the effective Q value of the tuned circuit becomes narrow and the smaller components of the spectrum are rejected. The highest component of the spectrum only sustains at the output of the oscillator. Thus the output of the MZM is seen to be 



V0 (t)  −2ηV ph cos



π VB Vπ



   π V (t − τ ) N (V (t − τ )) J1 sin[ω(t − τ )]  exp (−sτ )Vin (t) Vπ V (t)



where N (V (t − τ ))  −2ηV ph cos
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now for simplicity let us consider η  1; VB  Vπ ; π V ph  Vπ ; Vπ  π and N (V (t − τ ))  2J1 (V (t − τ )). Here J 1 is the Bessel function of the first kind for order zero. When the input signal V in (t) passes through the SLOEO the output voltage can be expressed as V0 (t)  β(s) · Vin (t)   N (V (t − τ )) −s τ G(s)e β(s)  V



(2) (3)



here G(s) is the transfer function of the single tuned circuit and can be written as G(s)  gm Z (s), gm is the gain of the tuned circuit. Using (2) and (3) it can be shown that   J1 (V (t − τ )) −s τ 1 (4)  2gm e Z (s) V  V ∼ (5)  2J1 (V (t − τ ))e−sτ gm Z (s)      dV 1 V +C + (6) V dt  2J1 V (t − τ )e−sτ gm R dt L To realize the transient behavior, we consider the operation of the system near resonance   1 1 ∼ + jωC + (7)  G + 2C( jω − jω0 ) R jωL and jω 



dV dθ 1 · + jω0 + j V (t) dt dt



(8)



using (7), (8) in (6) and equating the real and imaginary part the time varying amplitude and phase of an SLOEO can be written as. ω0 dV  [G 1 2J1 [V (t − τ )]Cos (ω0 τ ) − V (t)] dt 2Q dθ ω0 G 1 2J1 [V (t − τ )] − Sin (ω0 τ )] dt 2Q V where G 1  gm R is gain at resonance. Considering the following normalized quantities (9) can be rewritten as



(9)
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ω0 t τ , τ  , b  2G 1 , 2Q RC V (t) V (t − τ )  , v(t  − τ  )  Vmax Vmax     −v + b J1 v(t − τ  ) Cos (ω0 τ  )   b J1 v(t  − τ  ) Sin (ω0 τ  ) − v
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t  v dv dt  dθ dt 



(10)



Now let us consider a synchronizing signal having a form of S(t)  Ee j(ω1 t+ψ(t)) is injected in the free running oscillator, here E is the amplitude and ψ(t) is the phase of the injected signal. The phase difference between the free running signal and the injected signal is φ(t)  ψ(t) − θ (t). Thus it is not difficult to show that the closed loop amplitude and phase equation of the synchronized oscillator will take the following form.    dv  −v + b J1 v t  − τ  Cos(ω0 τ  ) + G1 e Cos(φ(t  )) dt     b J1 v t  − τ  dφ 2Q G1 e Sin (ω0 τ  ) − Sin(φ(t  ))  + dt  ω0 v v



(11)



here  ω1 − ω0 and e is the normalized amplitude of the sync signal.



3 Numerical Analysis Equation (10) is the free running system equation of the oscillator. This equation is solved numerically using Mathematica version 10 considering G 1  3.55, b  2G 1  7.1. In our previous work [12] it has been shown that with the variation of feedback loop delay τ  the system produces chaotic oscillation following a period doubling sequence. Figure 2 depicts phase plane plot of the oscillator. In this figure the hyper chaotic oscillation for τ   3.3 is shown. The chaotic dynamics is quantified using Lyapunov exponent spectrum, following the technique proposed by Farmer [17]. The spectrum of Lyapunov exponent also ensures the existence of chaotic oscillation beyond τ   2.3(Fig. 3). Now at τ   3.3 keeping all other parameter values unchanged the external sync signal is injected into the oscillator. The injected signal frequency is same as the free running oscillation frequency. It has been observed using (11) that with suitable control of the sync signal amplitude the chaotic state of the free running oscillator disappears and period −1 oscillation is produced. Figure 4 shows the phase plane plot of the driven oscillator for e  2.26 and e  2.31.
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Fig. 2 Numerically obtained phase plane plot of free running oscillator (v, v(t  − τ  ) space)



Fig. 3 Lyapunov exponent (λ) with feedback delay
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Fig. 4 Numerically obtained phase plane plot of the driven oscillator (v, v(t  − τ  ) space)



4 Simulation Study Using MATLAB Simulink Software The oscillator under study is realized using MATLABTM 9.0 Simulink software. Figure 5 represents block diagram of the simulation set-up. In general OEO can generate high frequency signal in microwave and mm wave range. However it is difficult to carry out the simulation study in such a high frequency range. To overcome this difficulty the frequency of laser source is chosen as 500 M rad/s and the output signal amplitude of the laser is set at 1.4 V. To design the BPF we have taken C  1nF, L  0.2 µH, R  3 k , with these parameters the operating frequency becomes f  11.22 MHz, RF gain G1 is set to 3.55. It can be shown that the fiber delay τ  10 µs τ (τ   RC  3.33) produces the chaotic oscillation at the output of the oscillator (Fig. 6). The amplitude of the chaotic oscillation is 5 V. Now we have applied an external RF signal into the oscillator. The operating frequency of the sync signal is kept fixed at f s  11.22 MHz and the amplitude E is varied. The output spectrum of the driven oscillator is shown in Fig. 7. It can be seen from the figure that at E  2.15 V the chaotic oscillation completely disappears but some other adjacent oscillating modes are present. These additional cavity modes are produced due the large feedback loop delay. Now as E is increased further the effect of the side modes are reduced and at E  2.55 V the effect of all side modes are disappeared and single frequency oscillation at 11.22 MHz is achieved.
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Fig. 5 Schematic representation of simulation set-up Spectrum of RF Output
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Fig. 6 Chaotic oscillation with C  1 nF, L  0.2 µH, R  3 k , τ  10 µs



5 Conclusion In this literature we have studied the dynamics of an SLOEO under the influence of an external sync signal. It has been demonstrated through the numerical and simulation study that the application of the injected signal destroys the chaotic oscillation and suitable control of the injected signal amplitude can produce period −1 oscillation. Optoelectronic oscillator can efficiently produce high frequency signal with high spectral purity. Generation of high spectrally pure signal is possible due to the long low loss optical fiber delay line in its feedback loop. However long feedback loop delay may produce unwanted chaotic oscillation. The proposed technique can be efficiently used to remove chaotic oscillation and produce single frequency oscillation in an OEO.
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Fig. 7 RF spectrum of the oscillator obtained from the simulation study with τ = 10 µs and with different values of E, keeping all other parameters unchanged
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1 Introduction Resonant tunneling devices are found the interest of both theoretical [1] and experimental researchers [2] for the post decade owing to its novel electronic properties [3], its less complex mechanism supported by the controlled microelectronic growth techniques with various combination of semiconducting materials [4]. Electrical and optical properties of these heterostructure devices can be computed from the knowledge of quantum transport processes, and precise estimation of transmission coefficient is essential for the device with incorporation of physical parameters [5, 6]. Easki and Tsu first proposed a semiconductor symmetric double barrier structure [7] where electronic transport proceeds via resonant tunneling mechanism. This pioneering work makes the road for future research using quantum-confined devices. They showed that a series of energy levels and associated subbands are produced due to the confinement of carriers along one direction of otherwise bulk structures. Computation for transmission coefficient carried out [8, 9] and later Scandella [10] was without effect of material parameters, which was later realized [11, 12]; who computed resonant tunneling probability in semiconductor double barrier structure for different material parameters. They showed that computation of thermal probability is essential to calculate current from quantum devices. Thermal probability was also computed [13] for thin barrier considering the GaAs/Alx Ga1−x As material composition. Influence of the electron interference effects on the inhomogeneous spatial distribution of the probability current density for the electron waves in semiconductor 2D nanostructures was theoretically investigated [14]. Researchers also B. Karmakar · R. Lodh · P. Biswas · S. Ghosal Department of Electronic Science, A.P.C College, Kolkata 700131, India A. Deyasi (B) Department of Electronics and Communication Engineering, RCC Institute of Information Technology, Kolkata 700015, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_5
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proposed [15] a transition layer model used to calculate resonant tunneling in a double-barrier quantum well system. Modified TBDQW structures are used [16] to design long wavelength semiconductor lasers with low threshold current and small beam divergence. Recently, photoluminescence spectroscopy of the RTD based THz devices is experimentally measured [17] along with free electron concentration at contact layers. Very high peak current is recently achieved by using novel material as contact [18] in order to improve its candidature to fit into THz range. Triple barrier structure is used for high PVCR [19]; and low cost device is also proposed for high frequency applications [20]. This structure is also able to exhibit microwave generation and detection [21]. In this paper, current density and corresponding peak are calculated for double well resonant tunneling device for different structural parameters, and self-consistency technique is adopted for accurate estimation. Material composition so also modified within type-I limit, and two different sets of dimension are considered for comparative performance estimation related with peak value. Results are significant for application of the device at low bias ranges.



2 Mathematical Modeling Considering envelope function approximation, electron motion can be written by using time-independent Schrödinger equation   1 ∂ 2 ∂ ψ(z) + V (z)ψ(z) − qξ (z)z  E(z)ψ(z) (1) − ∗ 2m ∂z m * (z) ∂z where V(z) is the Hartee-Fock potential represents electrostatic interaction in the quantum device, ζ(z) is the applied field along the direction of wave propagation. This potential function can be obtained by solving Poisson’s equation d 2 V (z) q2  [N D (z) − n(z)] 2 dz εr ε0



(2)



where n(z) is confined electron concentration, ND (z) is the total density of ionized donors. Thermal equilibrium probability is calculated assuming the physical probable range of wave vector as P



2π 2



dk ln[1 + exp(E F − 2 (n k − 1)dk + kmin )2 ]



(3)



where dk denotes the range of ‘k’ values, k is the minimum value of wavevector, E F is the Fermi energy. Tunneling current density is theoretically defined as the
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Fig. 1 Current density variation with applied voltage using a without self consistency technique; b with self consistency technique



probability of finding the electron in a region of space due to the flow of wavevector, either form left or right of the structure. This is defined as   ∂ψ    ∂ψ ψ − ψ (4) Jz  2m ∗ ∂z ∂z In practice, it is calculated from the knowledge of Fermi function as 2q Jz  h



∞ [ f (E, μ L ) − f (E, μ R )]T (E)d E



(5)



UL



3 Results and Discussions Using Eq. (3), current density is computed for double well RTD using selfconsistency method. Figure 1 shows the peak current density variation with applied voltage using (A) without using self-consistency technique and (B) using selfconsistency technique. From the plot, it is observed that in case of using without self-consistency technique only one maximum peak is obtained and with further increase in applied voltage peak current density decreases and peak is broadened. Effect of different material compositions on peak tunneling current density is observed and analyzed from Fig. 2 which shows the current density profile as a function of applied voltage of DBQW structure. From the plot, it is observed that
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Fig. 2 Current density variation with applied voltage for different material compositions of barrier widths with self consistency technique (for y  0.1)



maximum peaks are found for Al mole fraction 0.2 and 0.4 at 0.08 V; and for x  0.1, it is 0.13 V. So, among three set of Al mole fraction maximum tunneling current density is achieved for 0.2 which is 4.416 × 105 amp.m−2 at 0.08 V and the current densities are comparatively low for mole fraction 0.4 and 0.1. This is so because when any two Eigenenergy state of DBQW structure matched with each other, the maximum transmission probability occurs i.e. the quantum tunneling phenomenon is happened and maximum value of peak current density is achieved. Then further variation of voltage multiple peaks are achieved but their peak current densities are lower than maximum peak .because the carrier concentration is lowered for such energy state. Figure 3 shows the current density profile with applied voltage for three different well widths. The peak current density becomes maximum 10.1 × 105 amp.m−2 at 0.03 V for well width equals to 8 nm, otherwise it remains less than 105 amp.m−2 for well widths 4 and 12 nm respectively. This behavior can be well explained following the reason mentioned in the first paragraph of this section. So, among the three well width dimensions, for a particular well width, the transmission probability is maximum; and henceforth, maximum peak current density is achieved. But for other well dimensions, transmission probability is lowered and current density is consequently reduced. Effect of different middle barrier width on peak tunneling current density is observed and analyzed from Fig. 4. From the result, it is observed that the maximum value of current density is 14.14 × 104 amp.m−2 at 0.03 V for barrier width 100 nm and hence peak current density is comparatively lower for 70 nm which is 4.753 × 104
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Fig. 3 Current density variation with applied voltage for different well widths with self-consistency technique



amp.m−2 and for 40 nm which is 4.091 × 104 amp.m−2 both at 0.07 V. For a particular barrier width dimension, the eigenenergy states of DBQW are matched perfectly to each other and maximum transmission probability achieved and the peak current density becomes maximum. But changing the barrier width, transmission probability decreases and corresponding peak current density also decrease. Effect of different temperature on peak tunneling current density is represented from Fig. 5. It is seen from the figure that at 0.13 V, current density becomes maximum which is 2.414 × 105 amp.m−2 for temperature 700 K. Peak current densities for 500 and 300 K are 1.725 × 105 and 1.035 × 105 amp.m−2 respectively both at 0.13 V which is comparatively lower than the peak current density achieved at temperature 700 K. Hence peak current density increases with higher temperature. Figure 6 shows the variation of peak tunneling current density as a function of material composition for two different set of barrier width. For L.B.W  30 nm, R.B.W  40 nm peak current density increases with increasing the Al mole fraction up to the limit 0.15 and at 0.17 the peak current density attains maximum value which is 9.77 × 105 amp.m−2 . Then further increase of mole fraction peak current density decreases. This is because for this barrier dimensions the quantum encirclement decreases for very high and very low value of Al mole fraction x and hence peak current density also decrease. For L.B.W  70 nm, R.B.W  80 nm, the peak current density remain constant from mole fraction 0.5 to 0.1. After 0.1 the peak current density slowly increase up to 0.3, then increases rapidly. For higher barrier dimension set quantum encirclement
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Fig. 4 Current density variation with applied voltage for different middle barrier widths with selfconsistency technique



Fig. 5 Current density variation with applied voltage for different temperature with self-consistency technique



increases with increase the Al mole fraction from lower value to higher and the current density also increases. For L.B.W as 30 nm and R.B.W as 40 nm, peak current density remain constant from well width range 1–9 nm except the range from 4 to 6 nm. In this range peak
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Fig. 6 Variation of peak tunneling current density as a function of material composition for two different set of barrier width



current density first decrease from 4 to 5 nm then it increase from 5 to 6 nm. After 9 nm, peak current density increases rapidly. For this set of barrier width the peak current density is low up to certain limit and nears about show a constant peak current density except the region 4–6 nm and after 6 nm its again show a constant peak current density. In region 4–6 nm there is a dip showing in Fig. 7. In this region first tunneling probability reduced such that the peak current density decreases from 5.5 × 104 amp.m−2 to less than 2 × 104 amp.m−2 from 4 to 5 nm and minimum 1.714 × 104 amp.m−2 at 5 nm then the tunneling probability increases slightly and the peak current density reach 4.681 × 104 amp.m−2 at 6 nm. After 9 nm the quantum confinement increases which increase the tunneling probability and the current density increases rapidly.



4 Conclusion Double well resonant tunneling diode is analytically simulated for different constituent layer widths, and also for different operating temperatures. Peak current densities are obtained at particular bias values, which speak for eigenstates alignment between adjacent quantum wells. Self-consistency technique is incorporated for simulation purpose which provides accurate result regarding the position of the peaks, optimum structural parameters in order to obtain that magnitude, and the junction temperature to obtain measurable current at the applied bias range. It may also



44



B. Karmakar et al.



Fig. 7 Variation of peak tunneling current density as a function of well width for the dipping section for L.B.W  30 nm, R.B.W  40 nm



be noted that current increases with increase in temperature. Two different dimension set are used for simulation in order to reveal the external influence on electrical properties of the device. Different dimensions of contact regions also help to analyze fluctuations in peak current profile. Thus the device can be operated at those biasing points, where peaks are appeared.
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Computation of Electrical Parameters for Single-Gate High-K Nanoscale MOSFET with Cylindrical Geometry Suporna Bhowmick, Debarati Chakraborty and Arpan Deyasi



1 Introduction Research on nanoscale MOSFET has been initiated a decade ago due to the shrinking gate size [1] with the increasing demand of incorporating more no. of transistors inside the reduced floor area; and this technological improvement is associated with the additional generated complexity in terms of short channel effect [2]. As gate length goes beyond 100 nm, quantum wire is formed in the otherwise bulk channel; and owing to different geometries of the channel, solution of Schrödinger’s equation with various boundary conditions becomes more difficult to solve for calculating electrical parameters. This computational problem is solved by adopting Green’s function formalism [3], and dissipative effects is considered at both source and drain ends under ballistic limit [4] for near accurate performance estimation. This technique helps to cop up with the ITRS roadmap [1] from theoretical stand-point as predicted in 2007. Measurement of tunneling current in nano-dimensional MOSFET is the subject of interest [5, 6] as it governs the performance of the device when applied bias is significantly low. The reduction of subthreshold current [7] in short-channel MOSFET is one of the major tasks as depicted in the last decade, and thus gate control plays a major part in this context. This leads to a series of novel proposals as double-gate MOSFET [8, 9], triple-gate MOSFET [10], GAA MOSFET [11] etc. Also high-K dielectrics provide another much-needed breakthrough in context of reduction of subthreshold current [12]. But the interesting fact is that most of the theoretical results available in literatures related with reduction of short-channel effect deals with rectangular structure, which is ideal, and very difficult to reproduce experimentally. In the present paper, electrical parameters in the single-gate nano-dimensional S. Bhowmick · D. Chakraborty · A. Deyasi (B) Department of Electronics and Communication Engineering, RCC Institute of Information Technology, Kolkata 700015, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_6
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MOSFET is calculated using green’s function technique; where cylindrical channel geometry is considered. Though a few reports are already available for Cartesian coordinate system, but rarely manuscripts are written considering cylindrical system. Results are calculated considering high-K dielectric, and are compared with that obtained for low-k material.



2 Mathematical Modeling For computation of drain current, first self-consistent solution of Schrödinger and Poisson equations is to be calculated. Considering the geometry of the structure, Schrödinger equation is given in the following form ⎤ ⎡  2  2 ∂ 1 ∂ − + 2 r ∂r ⎥ ⎢ 2m r* (θ,z) ∂r ⎥ ⎢ ⎥ ⎢ 2  1 ∂  1  ∂  ⎥ψ(x, y, z)  Eψ(x, y, z) ⎢− − (1) 2 ⎥ ⎢ 2 r ∂θ m θ* (r,z) ∂θ ⎥ ⎢   ⎦ ⎣ 2 ∂ ∂ 1 + V (x, y, z) 2 ∂z m * (r,θ) ∂z z



Potential can be computed from Poisson’s equation if electron density in the channel is known ∇ 2 ψ(r, θ, z)  −n 3D,m /ε



(2)



where ψ(z) is the potential that should be determined using self-consistency technique. Self energies at source and drain ends are given by [3].



2   amn (r )|r 0 exp ( jkm,1 a)δ p,(m−1)R+1 δq,(m−1)R+1 (3) E [ p, q]  − 2 2a S/D S/D Retarded Green’s function is given by [3] G(E)  [E I − H − (E) − (E)]−1 S



(4)



D



Finally, drain current is obtained in the form I DS  G 0



kB T 1 + exp[(μ S − E i0 )/k B T ] gi In q 1 + exp[(μ D − E i0 )/k B T ] i



(5)



where E i0 represents the minimum energy of ith subband, gi is the spin degeneracy. After calculating drain current, quantum capacitance and subthreshold swing are obtained as
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 d(μ − μ0 ) d|Q| / q− d VG d VG   1 d(μs − μ0 ) −1 S k B T In (10) d VG
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CQ  q



(6) (7)



DIBL is measured by D−



VthD D − Vthlow V D D − VDlow



(8)



3 Results and Discussions Using Eq. (5), drain current is first calculated as function of both drain voltage and gate voltage. The result is obtained for high-K dielectric, and simultaneously the performance enhancement is measured by comparing with that obtained for conventional low-K dielectric material. Figure 1 shows the drain current variation as a function of drain voltage for two different VGS . The lowest magnitude of VGS is considered as 0.5 V due to the fact that less than the value, the difference of result due to various dielectrics becomes insignificant. It may be observed that replacing SiO2 by HfO2 , drain current is significantly increased. The saturation value for low-K dielectric is very close to subthreshold region, and thus lowering gate bias may cause a serious problem when applied for digital circuits. The present result shows how significantly the performance is improved for high-K dielectric. Similar distinguishable difference is also observed when transfer characteristics are plotted, as depicted in Fig. 2. Figure 3 shows the variation of channel transconductance for different channel diameter. It is seen form the plot that with increasing channel dimension, transconductance decreases. With higher dimension, the variation becomes almost linear. Figure 4 shows the variation of quantum capacitance. It is observed that capacitance increases rapidly at lower gate bias, but becomes almost saturated when gate voltage reaches close to 1 V. Sub threshold swing and DIBL are plotted in Figs. 5 and 6 respectively. For circuit application, it is always desirable to reduce the sub threshold swing, which is achieved by increasing the dielectric constant of the insulating material surrounded the channel. In Fig. 5, it is seen that at larger channel thickness, SS remains very low when HfO2 is used instead of SiO2 , where the rate of increment with channel dimension is very large. This measurement is very difficult for rectangular channel, as simultaneous tuning of two different confinements leads various results, which is one major disadvantage form fabrication stand-point. The similar nature is also observed in DIBL plot.
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Fig. 1 Static characteristics for two different gate biases with both high-K and low-K dielectrics



Fig. 2 Transfer characteristics with both high-K and low-K dielectrics
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Fig. 3 Transconductance with gate voltage for different channel diameter



Fig. 4 Quantum capacitance with gate voltage for different channel diameter
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Fig. 5 Sub threshold swing with channel thickness for different dielectrics



Fig. 6 DIBL with channel thickness for different dielectrics
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4 Conclusion Electrical performance parameters of cylindrical single-gate MOSFET is analytically calculated in presence of low and high-K dielectrics. Result speaks in favor of higher dielectric constant of the insulating material which substantially reduces subthreshold swing and DIBL. Drain current is also considerably increased compared to subthreshold leakage current level even at very low gate bias. Appropriate tailoring of channel diameter effectively controls the device transconductance and quantum capacitance, which are essentially useful for practical implementation of the device in analog and digital circuits respectively.
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Fault Diagnosis in Isolated Renewable Energy Conversion System Using Skewness and Kurtosis Assessment Debopoma Kar Ray, Surajit Chattopadhyay and Samarjit Sengupta



1 Introduction Renewable energy technology is of great concern in recent days due to the everincreasing use of fossil fuels and the risk persisting with the rapid depletion of the conventional resources [1] . However, the present trend of developments of nonconventional sources indicates that these will serve as supplements for conventional sources for the coming days. Due to this, it has been of great concern for identifying the various non-linearity in the renewable energy systems and for the condition monitoring of the grid connected and standalone renewable energy networks. Throughout the world, wind energy has become a principle energy source in the world’s energy market in more than 70 countries across the universe. A current-source inverterbased standalone WECS (Wind Energy Conversion System) [2] nullifies dump load to avoid surplus power generation. A wind farm associated hybrid energy storage system (HESS) smooth out ripples for reducing impact on the grids [3], wherein a cutoff frequency method optimizes the system, to find the rated power and capacity of HESS. A condition monitoring technique has been seen for an early fault detection to prevent sudden breakdown [4]. Grid-interconnected wind energy system installed in Jordan [5] analysis depicts more percentage error in the estimation of the cost as well as energy extracted per year. A Discrete Wavelet Transform (DWT) based algorithm D. K. Ray (B) EE Department, Faculty, MCKV Institute of Engineering, Howrah, India e-mail: [email protected] S. Chattopadhyay EE Department, Faculty, Ghani Khan Choudhury Institute of Engineering and Technology, Malda, India e-mail: [email protected] S. Sengupta Applied Physics Department, Ex-Faculty, University of Calcutta, Kolkata, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_7
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minimizes wind power forecasting errors in WECS [6]. A two-stage optimal power flow iterative algorithm is able to calculate the minimum storage size of a plant during congestion [7]. Baseline principal component analysis (PCA) model can be used for online fault detection in wind turbine [8]. A Fault detection estimator can be used for fault detection at specified location [9]. Various condition monitoring techniques has been seen for increasing the accuracy of wind turbine operation [10]. A SCADA based clustering algorithm and principal components analysis is effective for wind turbine gearbox failure [11]. Various 3 phase induction motor fault diagnosis can be done using Skewness and Kurtosis analysis of the current signatures at different faults occurring in the system [12]. None of studies reviewed so far, deals with the unsymmetrical fault identification in load and source sides of either stand alone or grid interconnected wind energy conversion system, monitoring the Skewness and Kurtosis of the current signatures of the network at normal and in presence of double line (LL), single line to ground (LG) and double line to ground (LLG) faults in the system. In this paper an attempt has been made for determining the various unsymmetrical faults occurring in a stand-alone wind energy conversion system at generator and load buses of the network, monitoring the Skewness and Kurtosis of the discrete wavelet transform decomposition levels of the bus current signature at normal and in presence of LL, LG, LLG faults in the network. The generator and load bus currents have been acquired at normal and in presence of LL, LG, LLG faults in source and load sides of the network, considered one at a time. These currents have been assessed using Multi-Resolution Analysis of Discrete Wavelet Transform (MRA of DWT). The wavelet decomposition levels obtained from this analysis were analyzed using statistical Skewness and Kurtosis value monitoring technique. Monitoring the Skewness and Kurtosis value of DWT level coefficients, changes obtained at fault from normal has been recorded and corresponding features have been extracted for exact identification of the various faults occurring in the system.



2 Wind Energy Conversion System Under Analysis A stand alone wind energy conversion system (WECS) has been modeled and used for the analysis purpose. Figure 1 depicts the block diagram of the system and Table 1 shows the network ratings. In the above Table 1 p.u. voltage  440 V and 1 p.u. power  300 kVA.



3 Theoretical Backgrounds In this analysis MRA of DWT statistical monitoring has been done. A discrete wavelet transform is given by the expression [13]:
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Fig. 1 Block diagram of stand-alone WECS



∞ DW T (m, n)  −∞



1  m f (t) g(a0−m t − nb0 ) d(t) a0



(1)



The wavelet representation is discrete in DWT is discrete and represent the correlation between the original signal and wavelets for different combinations m and n. The digital signal to be analyzed is then decomposed into successive scales. After decomposing the signal into successive levels, the approximate and detailed coefficients obtained has been analyzed and Skewness and Kurtosis values have been calculated. Skewness [13] defines, how much a distribution is symmetrical/asymmetrical over a sample mean and positive skewness refers to the spreading of data to the right of the mean. Kurtosis [13] defines how much a distribution is having extension towards right or left of a sample mean.
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Table 1 System specifications Equipments Specifications Wind turbine



4 blades, shaft speed-10 m/s



Asynchronous generator



300 kVA, 440 V, 50 Hz, stator resistance and inductance (p.u.): 0.016, 0.06, rotor resistance and inductance (p.u.): 0.015, 0.06, mutual inductance (p.u.): 3.5



Synchronous condenser



Var compensator



300 kVA, 440 V, 50 Hz, stator resistance: 0.017 , reactances (p.u.): Xd  3.23, Xd -0.21, Xd  0.15, Xd  2.79, Xq  0.37, Xl  0.09 440 V, 50 Hz, 75 KVar



Step up transformer



440 V/33 kV



Step down transformer



33 kV/11 kV



Distribution transformer Relay



11 kV/440 V Operating time  10 ms, % voltage sag  63% of supply voltage



Circuit breaker



Breaker resistance  0.001 , transition time  0.2 s



Load



25, 10 kW



4 Determination of MRA of DWT Coefficients at Normal and Fault The current signatures of the generator and load buses of the network at normal and at fault have been acquired and assessed using MRA of DWT. The wavelet decomposition and the approximate and detailed coefficients for each decomposition level have been presented in Figs. 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14 and 15. In this analysis Daubechies 20 mother wavelet has been used. The Figs. 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14 and 15 have been observed and it has been inferred that, the features for each case study are distinctively different. But specific identification cannot be done from this monitoring technique. Thus for more specific analysis, the various wavelet decomposition levels have been assessed calculating the statistical Skewness and Kurtosis value, which has been provided in succeeding section.



Fig. 2 Source current wavelet decomposition and approximate and detailed coefficients at normal condition
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Fig. 3 Load current wavelet decomposition and approximate and detailed coefficients at normal condition



Fig. 4 Source current wavelet decomposition and approximate and detailed coefficients at LG fault in generator bus



Fig. 5 Source current wavelet decomposition and approximate and detailed coefficients at LL fault in generator bus



Fig. 6 Source current wavelet decomposition and approximate and detailed coefficients at LLG fault in generator bus
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Fig. 7 Load current wavelet decomposition and approximate and detailed coefficients at LG fault in generator bus



Fig. 8 Load current wavelet decomposition and approximate and detailed coefficients at LL fault in generator bus



Fig. 9 Load current wavelet decomposition and approximate and detailed coefficients at LLG fault in generator bus



Fig. 10 Source current wavelet decomposition and approximate and detailed coefficients at LG fault in load bus
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Fig. 11 Source current wavelet decomposition and approximate and detailed coefficients at LL fault in load bus



Fig. 12 Source current wavelet decomposition and approximate and detailed coefficients at LLG fault in load bus



Fig. 13 Load current wavelet decomposition and approximate and detailed coefficients at LG fault in load bus



Fig. 14 Load current wavelet decomposition and approximate and detailed coefficients at LL fault in load bus
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Fig. 15 Load current wavelet decomposition and approximate and detailed coefficients at LLG fault in load bus



5 Determination of Skewness and Kurtosis Values at Normal and Fault The calculated Skewness and Kurtosis values for normal and at fault in generator and load buses of the network were presented in matrix form in Tables 2, 3, 4 and 5. In each of the matrices, the Skewness and Kurtosis coefficients can be demonstrated as: ⎞ ⎛ Sa1 Sd1 K a1 K d1 ⎜ Sa2 Sd2 K a2 K d2 ⎟ ⎟ ⎜ ⎟ ⎜ (S K ) M x N  ⎜ Sa3 Sd3 K a3 K d3 ⎟ ⎟ ⎜ ⎝ Sa4 Sd4 K a4 K d4 ⎠ Sa5 Sd5 K a5 K d5 (S K ) M x N



denote the Skewness and Kurtosis matrix for M rows and N columns



Table 2 Skewness and Kurtosis matrix for source side and load side current DWT decomposition levels at healthy condition Case study (S K ) M x N ⎛ ⎞ −0.01339 −0.17514 1.495922 99.79288 ⎜ ⎟ ⎜ −0.03295 −1.32368 1.492209 56.12955 ⎟ ⎜ ⎟ ⎜ −0.06995 0.242319 1.489988 35.51113 ⎟ For source side current ⎜ ⎟ ⎜ ⎟ ⎝ −0.14407 0.171094 1.486702 24.42911 ⎠ −0.31513 −0.10621 1.580086 3.469751 ⎛ ⎞ −0.00145 −0.6324 1.502547 103.3608 ⎜ ⎟ ⎜ 0.001528 2.518314 1.504211 135.469 ⎟ ⎜ ⎟ ⎜ 0.007446 0.716615 1.506871 99.88604 ⎟ For load side current ⎜ ⎟ ⎜ ⎟ ⎝ 0.020698 1.285346 1.50683 35.7106 ⎠ 0.04426 −0.07544 1.543202 6.345082
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Table 3 Skewness and Kurtosis matrix for source side and load side current DWT decomposition levels at LG fault in generator and load buses, considered one at a time Case study



(S K ) M x N generator bus f ault ⎛



For source side current



0.004051 ⎜ ⎜ 0.013732 ⎜ ⎜ ⎜ 0.032777 ⎜ ⎜ ⎜ 0.072961 ⎝ 0.119334 ⎛



For load side current



0.019569 ⎜ ⎜ 0.025333 ⎜ ⎜ ⎜ 0.036437 ⎜ ⎜ ⎜ 0.044845 ⎝ 0.112922



(S K ) M x N load bus f ault



−0.31478 1.498862 15.29745 0.887511 1.502256 0.445972 1.546337 −0.02592 1.54543 −0.00456 1.529321 −0.05502 1.587121 −0.0356 1.588903 0.104321 1.602708 −0.03039 1.50174 −0.01862 1.589668



⎞



⎟ 35.58154 ⎟ ⎟ ⎟ 20.73361 ⎟ ⎟ ⎟ 2.373368 ⎟ ⎠ 3.051837 ⎞



9.0657



⎟ 6.804406 ⎟ ⎟ ⎟ 5.568114 ⎟ ⎟ ⎟ 2.908291 ⎟ ⎠ 5.139542



⎛



−0.00221 ⎜ ⎜ −0.005 ⎜ ⎜ ⎜ −0.01059 ⎜ ⎜ ⎜ −0.01734 ⎝



0.226096 1.973001 16.09459



⎞



⎟ 0.276028 1.972289 11.87682 ⎟ ⎟ ⎟ 0.170794 1.9694 16.54555 ⎟ ⎟ ⎟ 0.60522 1.960292 40.44648 ⎟ ⎠ −0.05017 −0.07076 1.972842 44.31766



⎛



0.002851 ⎜ ⎜ 0.00752 ⎜ ⎜ ⎜ 0.016793 ⎜ ⎜ ⎜ 0.035813 ⎝ 0.074567



−0.01353 1.496464 15.34837



⎞



⎟ −0.07094 1.495122 6.461887 ⎟ ⎟ ⎟ −0.09026 1.49299 9.549587 ⎟ ⎟ ⎟ −0.05297 1.496044 30.60578 ⎟ ⎠ −0.29069 1.494198 43.0236



Table 4 Skewness and Kurtosis matrix for source side and load side current DWT decomposition levels at LL fault in generator and load buses, considered one at a time Case study



(S K ) M x N generator bus f ault ⎛



For source side current



0.00891 ⎜ ⎜ 0.019178 ⎜ ⎜ ⎜ 0.03673 ⎜ ⎜ ⎝ 0.061719



(S K ) M x N load bus f ault



−0.17975 1.731736 17.57612



⎞



⎟ 0.016043 1.754151 10.52569 ⎟ ⎟ ⎟ 0.170514 1.791537 8.758571 ⎟ ⎟ ⎟ 0.625364 1.840528 42.78958 ⎠



⎛



0.00891 ⎜ ⎜ 0.019178 ⎜ ⎜ ⎜ 0.03673 ⎜ ⎜ ⎝ 0.061719



0.083803 −0.55682 1.862598 54.79014 ⎛



For load side current



−0.03514 ⎜ ⎜ −0.07652 ⎜ ⎜ ⎜ −0.14812 ⎜ ⎜ ⎜ −0.25532 ⎝ −0.35902



−0.13522 1.847466 225.1158 −0.73658 1.955504 −0.42996 2.131499 −0.51682 2.369899 0.278571 2.496105



−0.17975 1.731736 17.57612



⎞



⎟ 0.016043 1.754151 10.52569 ⎟ ⎟ ⎟ 0.170514 1.791537 8.758571 ⎟ ⎟ ⎟ 0.625364 1.840528 42.78958 ⎠



0.083803 −0.55682 1.862598 54.79014 ⎞



⎟ 121.8549 ⎟ ⎟ ⎟ 76.75545 ⎟ ⎟ ⎟ 72.38661 ⎟ ⎠ 70.70538



⎛



0.001318 ⎜ ⎜ 0.000043 ⎜ ⎜ ⎜ −0.00244 ⎜ ⎜ ⎜ −0.0078 ⎝



−0.28492 1.501157 119.2922



⎞



⎟ −2.78988 1.502868 199.5778 ⎟ ⎟ ⎟ 0.243855 1.506193 95.43031 ⎟ ⎟ ⎟ −1.20755 1.512086 46.56893 ⎟ ⎠ −0.02874 0.141903 1.540432 40.20908



Table 5 Skewness and Kurtosis matrix for source side and load side current DWT decomposition levels at LLG fault in generator and load buses, considered one at a time Case study



(S K ) M x N generator bus f ault ⎛



For source side current



0.002516 0.038965 1.606521 ⎜ ⎜ 0.002713 −0.13023 1.60732 ⎜ ⎜ ⎜ 0.00319 0.264675 1.608419 ⎜ ⎜ ⎝ 0.005379 0.086461 1.607178



(S K ) M x N load bus f ault 15.6858



⎞



⎟ 7.428806 ⎟ ⎟ ⎟ 9.356144 ⎟ ⎟ ⎟ 53.28107 ⎠



⎛



0.016009 ⎜ ⎜ 0.034012 ⎜ ⎜ ⎜ 0.06608 ⎜ ⎜ ⎝ 0.117219



−0.00538 −0.18838 1.61077 42.75261 ⎛



For load side current



0.003112 ⎜ ⎜ 0.008699 ⎜ ⎜ ⎜ 0.01975 ⎜ ⎜ ⎝ 0.041983



0.010786 1.499355 15.34421



⎞



⎟ 0.375878 1.498318 17.91369 ⎟ ⎟ ⎟ 0.24549 1.496731 27.4928 ⎟ ⎟ ⎟ 0.063178 1.493616 41.66792 ⎠



0.084355 0.360648 1.489268 46.23959



4.371866 1.660812 287.9464



⎞



⎟ −1.76333 1.708085 118.3351 ⎟ ⎟ ⎟ 0.003883 1.789696 80.40759 ⎟ ⎟ ⎟ 0.093933 1.922053 60.74021 ⎠



0.163501 0.125944 1.992691 55.86645 ⎛



−0.00497 ⎜ ⎜ −0.00856 ⎜ ⎜ ⎜ −0.01564 ⎜ ⎜ ⎜ −0.02965 ⎝ −0.06337



2.537022 1.500994 181.2674



⎞



⎟ −0.4281 1.501842 51.58309 ⎟ ⎟ ⎟ −1.19686 1.503619 108.3703 ⎟ ⎟ ⎟ 0.890177 1.508668 43.55096 ⎟ ⎠ −0.21793 1.520679 45.34609
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Sa1 − − − −Sa5



denote the Skewness values for approximation coefficients for 5 decomposition levels Sd1 − − − −Sd5 denote the Skewness values for detailed coefficients for 5 decomposition levels K a1 − − − −K a5 denote the Kurtosis values for approximation coefficients for 5 decomposition levels K d1 − − − −K d5 denote the Kurtosis values for detailed coefficients for 5 decomposition levels.



Monitoring the Skewness and Kurtosis matrices of Tables 2, 3, 4 and 5, it has been inferred that for LL, LG and LLG faults in generator bus, prediction can be fruitfully done, monitoring the load side current and for the inception of these faults in load bus, fault analysis can be done monitoring the source current. Features have been extracted from these matrices and has been presented in succeeding section for more specific identification of these faults in the system.



6 Feature Extraction Analysis on the Skewness and Kurtosis coefficients from Tables 2, 3, 4 and 5 depicts significant change in the generator and load bus current’s MRA of DWT decomposition levels, which has been consolidated to develop a pictographic feature extraction from the Skewness and Kurtosis matrices. The feature extraction from the above tables is presented in Tables 6 and 7. Monitoring Tables 6 and 7, it is clear that for LG, LL and LLG faults in source and load buses of the network, the Skewness and Kurtosis signatures are distinctly different and if these patterns can be monitored, the type of faults in the network can be identified and the location of these faults in the system can be ascertained.



7 Conclusion Identification and localization of various faults in a system is of utmost importance in successful running of a power utility system. The motivation of this work was thus to determine the presence of LG, LL and LLG faults in the system as well as to determine the zone of inception of these faults in the system, monitoring the Skewness and Kurtosis signatures of the MRA of DWT decomposition level of the source and load side currents at normal and at fault. The features extracted, from the patterns generated, distinctively determine the occurrence of these faults in the system. Also monitoring the load and source side spectrums, the faulty zone can be identified. This analysis can be extended for the identification of other type of faults in simulated as well as real time systems, which may occur in large scale or may be incipient in nature.
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Table 7 Feature extraction from source and load side currents at normal and fault in load bus
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1 Introduction A microgrid is a small-scale power grid which operates independently or in conjunction with the main electrical grid of that area. Microgrid effectively cuts down the dependency on the main electrical grid and also improves the overall reliability of the electrical power system. Recently rapid development of “green energy” and storage devices are taking place throughout the world. Microgrids implemented in line with the concept of distributed generation are emerging as an effective form of power management. Alike the conventional power grid, effective fault identification and isolation is of paramount importance in microgrid system. In order to do so, the location of the fault has to be precisely found out. A lot of research works have been going on in this regard. Hooshyar et al. [1] has carried out fault type classification in Microgrids including photovoltaic DGs. Short-circuit fault analysis on microgrid has been done by Bayindir et al. [2]. DC short circuit fault analysis has been done and protection of ring type DC microgrid has been developed by Yu et al. [3]. A short-circuit current calculation method has been introduced by Lai et al. [4] for low-voltage DC microgrid. Suppression strategy has been introduced by Zha et al. [5] for short-circuit current in loop-type DC microgrid. Petrea et al. [6] presented factors influencing a micro-grid recovery process following a short-circuit. Park et al. [7] developed DC Ring-Bus Microgrid Fault S. Datta (B) SKF Group of Institution, Hooghly, West Bengal, India e-mail: [email protected] S. Chattopadhyay Ghani Khan Choudhury Institute of Engineering and Technology, Malda, India e-mail: [email protected] A. Das Jadavpur University, Kolkata, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_8
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Protection and Identification of Fault Location. Fault detection and isolation have been done by Park et al. [8] in Low-Voltage DC-Bus Microgrid System. Modeling and real-time simulation of an AC microgrid have been done by Sahoo et al. [9] with solar photovoltaic system. Modeling and reliability assessment have been carried out by Quevedo et al. [10] of microgrids including renewable distributed generation. Reliability assessment of a microgrid distribution system has also been carried out Tuffaha and AlMuhaini [11] with PV and storage. Photovoltaic power generation system low voltage ride has been analysed by Jin et al. [12] through control during asymmetric fault. Integrated Fault Location and Power-Quality Analysis have been done by Bíscaro et al. [13] in Electric Power Distribution Systems. Analysis of two fault locators considering operation variations of the power distribution systems has been done by Ramírez-Ramírez et al. [14]. Ehrenbenberger [15] has introduced fault analysis of Smart Grid Power System employing Simultaneous Faults Method. Zhu and Zhang [16] introduced a novel control strategy of DC microgrid under unbalanced grid voltage. FFT and wavelet decomposition based harmonics assessments have been observed using current signature analysis for fault diagnosis [17–20]. This paper aims to reveal a harmonics assessment based technique of fault location identification for Line to ground (LG) faults occurring at different load buses of a 14 bus microgrid system which is working in conjunction with main electrical grid. Fast Fourier Transform (FFT) based total harmonic distortion (THD) analysis of outgoing currents from the different generator buses are examined when LG fault occurs at different load buses.



2 Microgrid Modelling Single line diagram of the IEEE standard 14 bus microgridsystem is shown in Fig. 1. In Fig. 1, it can be seen that there are four sources connected to the system. Bulk power generator is present at generator bus G13, PV cell at G12, diesel generator 1(DG 1) at G8 and diesel generator 2 (DG 2) at G3. Five different kinds of loads are present. A non-linear load is present at bus B10, furnace at B6, battery charging system at B1, linear load at B2 and linear load 1 at B3.  section lines are joining one bus to the other and these sections are 1 km in length.



3 Fault Simulation LG faults are made to occur at different load buses and THD values of outgoing currents from the different generator buses are measured. At first, the entire system is kept healthy and the THD values of outgoing currents from the different generator buses are recorded. Afterwards LG fault is made to occur on one specific load bus while leaving the other load buses healthy and THD values of outgoing currents from all the different generator buses are monitored. Like this all the load buses
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Fig. 1 Single line diagram of IEEE standard 14 bus microgrid system



are considered separately and in all cases distortion in outgoing currents from the different generator buses are assessed through the THD values of those currents. THD values are obtained by FFT analysis of the above mentioned current waveforms. Total simulation time is set at 0.8 s. Fault duration is kept within 0.2–0.4 s. 40 cycles of the outgoing currents from the different generator buses are considered for FFT analysis with start time of 0.15 s and maximum sampling frequency of 1000 Hz.



4 Harmonic Assessment and Results Results obtained from the FFT analysis are provided in the Tables 1, 2, 3, 4 and 5. Data provided in the following tables present harmonic contents of outgoing currents from different generator buses, when LG fault occurs at different load buses.



5 Observation Based on the results given above, THD values of outgoing currents from one specific generator bus for LG fault at different load buses is ascertained. This process is



Fund. (%)



100%



100%



100%



100%



Gen. bus



G13 (Bulk Gen)



G12 (PV)



G8 (DG 1)



G3 (DG 2)



1.5



1.84



21.93



0.32



DC component



0.2



0.27



0.45



0.01



2nd order



Values are in % of fundamental



0.25



0.32



1.14



0.03



3rd order



0.11



0.14



0.87



0.02



5th order



0.01



0.01



0.44



0.00



7th order



Table 1 Harmonic content at different generator bus outgoing currents for LG fault in B10 (non-linear load)



0.01



0.04



0.24



0.00



9th order



0.01



0.02



0.08



0.00



11th order



3.38



4.4



15.8



0.37



Total THD (in %)
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Fund. (%)



100



100



100



100



Gen. bus



G13 (Bulk Gen)



G12 (PV)



G8 (DG 1)



G3 (DG 2)



7.1



7.58



55.51



0.35



DC component



0.5



0.41



3.22



0.04



2nd order



0.56



0.45



3.55



0.01



3rd order



Values are in % of Fundamental



0.05



0.08



0.78



0.01



5th order



0.02



0.02



0.32



0.01



7th order



Table 2 Harmonic content at different generator bus outgoing currents for LG fault in B6 (furnace)



0.02



0.02



0.27



0.00



9th order



0.01



0.02



0.10



0.00



11th order



7.53



6.08



48.7



0.43



Total THD (in %)
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Fund. (%)



100



100



100



100



Gen. bus



G13 (Bulk Gen)



G12 (PV)



G8 (DG 1)



G3 (DG 2)



0.35



0.47



21.16



0.37



DC component



0.2



0.24



0.25



0.01



2nd order



Values are in % of fundamental



0.25



0.27



1.42



0.04



3rd order



0.19



0.21



1.19



0.03



5th order



0.06



0.06



0.68



0.01



7th order



Table 3 Harmonic content at different generator bus outgoing currents for LG fault in B1 (battery storage)



0.04



0.04



0.39



0.01



9th order



0.02



0.04



0.08



0.00



11th order



3.8



4.26



20.28



0.53



Total THD (in %)
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Fund. (%)



100



100



100



100



Gen. bus



G13 (Bulk Gen)



G12 (PV)



G8 (DG 1)



G3 (DG 2)



0.35



0.47



21.16



0.37



DC component



0.2



0.24



0.25



0.01



2nd order



Values are in % of fundamental



0.25



0.27



1.42



0.04



3rd order



0.19



0.21



1.19



0.03



5th order



0.06



0.06



0.68



0.01



7th order



Table 4 Harmonic content at different generator bus outgoing currents for LG fault in B2 (linear load)
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0.04



0.39



0.01



9th order



0.02



0.04



0.08



0.00



11th order



3.8



4.26



20.28



0.53



Total THD (in %)
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Fund.



100%



100%



100%



100%



Gen. bus



G13 (Bulk Gen)



G12 (PV)



G8 (DG 1)



G3 (DG 2)



0.35



0.46



21.16



0.37



DC component



0.2



0.24



0.25



0.01



2nd order



0.25



0.27



1.40



0.04



3rd order



Values are in % of Fundamental



0.19



0.21



1.19



0.03



5th order



0.06



0.06



0.68



0.01



7th order



Table 5 Harmonic content at different generator bus outgoing currents for LG fault in B3 (linear load 1)



0.04



0.04



0.38



0.01



9th order



0.02



0.04
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0.00



11th order



3.8



4.26



20.28



0.53



Total THD (in %)
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Site of fault



THD values (in %)



B10 (non linear load)



0.37



B6 (furnace)



0.43



B1 (battery storage)



0.53



B2 (linear load)



0.53



B3 (linear load 1)



0.53



0.6



THD Values



0.5 0.4 0.3 0.2 0.1 0



B10 (Non linear load)



B6 (Furnace)



B1 (BaƩery storage)



B2 (Linear load) B3 (Linear load 1)



Place of occurrence of LG fault



Fig. 2 THD values of outgoing current of bulk generator bus (G13) for LG fault in the load buses



repeated for all the generator buses. One by one those values have been presented as follows: a. Bulk Generator Bus (G13) THD values of outgoing currents from bulk generator bus (G13) for LG fault at different load buses have been considered and given in Table 6. As seen from Fig. 2, THD values of the outgoing current of Bulk Generator Bus (G13) are much lower in comparison with the other Generator buses as shown in Tables 8 and 9. b. PV Cell Bus (G12) THD values of outgoing currents from PV cell bus (G12) for LG fault at different load buses have been considered and given in Table 7. From Fig. 3, it has been observed that THD values of the outgoing current of PV Cell Bus (G12) are much higher in comparison with the other Generator buses as shown in Tables 7 and 9. When LG fault occurs at the bus (B6) connected with the furnace, outgoing current waveform of PV Cell Bus (G12) gets considerably distorted and contains high values of THD as shown in Fig. 2.
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Table 7 THD values of outgoing current of PV cell bus (G12)



Site of fault



THD values (in %)



B10 (non linear load)



15.8



B6 (furnace)



48.7



B1 (battery storage)



20.3



B2 (linear load)



20.3



B3 (linear load 1)



20.3



60 THD Values



50 40 30 20 10 0 B10 (Non linear load)



B6 (Furnace)



B1 (BaƩery storage)



B2 (Linear load) B3 (Linear load 1)



Place of occurrence of LG fault Fig. 3 THD values of outgoing current of PV cell bus (G12) for LG fault in the load buses Table 8 THD values of outgoing current of ‘diesel generator 1’ bus (G8)



Site of fault



THD values (in %)



B10 (non linear load)



4.4



B6 (furnace)



6.08



B1 (battery storage)



4.3



B2 (linear load)



4.3



B3 (linear load 1)



4.3



c. ‘Diesel Generator 1’ Bus (G8) THD values of outgoing currents from ‘Diesel Generator 1’ bus for LG fault at different load buses have been considered and given in Table 8. Figure 4, shows that THD value of the outgoing current of ‘Diesel Generator 1’ (G8) is the highest for LG fault in Bus 10, where Non-linear load is connected. d. ‘Diesel Generator 2’ Bus (G8) THD values of outgoing currents from ‘Diesel Generator 2’ bus for LG fault at different load buses have been considered and given in Table 9.
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THD Values



5 4 3 2 1 0 B10 (Non linear load)



B6 (Furnace)



B1 (BaƩery storage)



B2 (Linear load)



B3 (Linear load 1)



Place of occurrence of LG fault



Fig. 4 THD values of outgoing current of ‘diesel generator 1’ (G8) for LG fault in the load buses Table 9 THD values of outgoing current of ‘diesel generator 1’ bus (G8)



Site of fault



THD values (in %)



B10 (non linear load)



3.38



B6 (furnace)



7.53



B1 (battery storage)



3.8



B2 (linear load)



3.8



B3 (linear load 1)



3.8



6 Rule Set A rule set has been developed based upon the above results and observations. • Outgoing currents of the bulk generator bus is the least affected by the LG faults occurring in different load buses of the microgrid system shown in Fig. 1. For LG fault in Non-linear load bus THD value is less than 0.4%, furnace bus THD value is more than 0.4%. For LG faults in buses where battery storage unit and linear loads are connected (B1, B2 and B3 respectively), maximum amount of distortion is occurring in the current waveform which results into THD value in excess of 0.5%. • Outgoing currents of the PV cell bus is the most affected among all the generator buses. For LG fault in furnace bus (B6), current waveform is most distorted with a THD value close to 50%. THD value is exactly 20% for LG faults in buses where battery storage unit and linear loads are connected (B1, B2 and B3 respectively), while THD value stays below 20% mark for LG fault in non-linear load bus.
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THD Values



6 5 4 3 2 1 0



B10 (Non linear load)



B6 (Furnace)



B1 (BaƩery storage)



B2 (Linear load)



B3 (Linear load 1)



Place of occurrence of LG fault



Fig. 5 THD values of outgoing current of ‘diesel generator 2’ (G3) for LG fault in the load buses



• Outgoing current of ‘Diesel generator 1’ bus is the most affected in case of an LG fault at furnace bus (B6) with THD value above 6%. For LG fault in non-linear load bus (B10) THD value is 4.4%. In case of LG faults in other three load buses THD value stays fixed at 4.3%. • Outgoing current of ‘Diesel generator 2’ bus is also the most affected in case of an LG fault at furnace bus (B6) with THD value of 7.5%. Comparing Figs. 4 and 5 it is observed that among the two diesel generators, diesel generator 2 is the worst affected when LG fault takes place at furnace bus (B6). For LG fault in non-linear load bus (B10) THD value is 3.38%. In case of LG faults in other three load buses THD value stays fixed at 3.8%.



7 Specific Outcome Due to LG faults at different load buses the outgoing current of PV cell bus is the most affected and an LG fault in furnace bus creates the most distortion. It has also been observed that amount of distortion in a specific generator bus currents does not depend on the distance of the load bus at which LG fault is taking place, rather it is dependent upon the nature of the load which is connected to the load bus where LG fault is occurring.



8 Conclusion In this paper LG faults in a microgrid system has been assessed by FFT based THD analysis. Different THD values in the outgoing currents of the generator buses have
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been observed for LG fault in different load buses. From the THD values, a rule set has been developed which would be helpful for identification of location of the LG fault.
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1 Introduction With the increase of power demand different types of non-conventional energy resources are being used. Among different types of non-conventional energy resources, solar PV array based power supply has become popular in domestic as well as in small Industrial applications. To cope with the ever increasing power demand, microgrid systems are becoming more popular in day by day. A lot of research works are going on in this regard. Anwar et al. (2013) performed detail harmonics assessment for micro grid system [1]. Power quality at voltage source converter based micro grid operation [2] has been analyzed by Dhar et al. (2015). Kumar and Zare (2015) has done performance analysis for low voltage microgrid distribution networks connected with power electronics system [3]. Wang and Yaz (2016) performed detail analysis of smart power grid synchronization with fault tolerant nonlinear estimation [4], where computer simulation techniques have demonstrated that the proposed fault tolerant extended Kalman filter (FTEKF) provides more accurate voltage synchronization results than the extended Kalman filter (EKF). Rashid et al. (2015) introduced transient stability enhancement of doubly fed induction machine-based wind generator by bridge-type fault current limiter [5] for microgrid power quality improvement, where various simulations were carried out in Matlab/Simulink environment to demonstrate the effectiveness of the BFCL and its T. Kr. Das (B) · S. Chattopadhyay Department of Electrical Engineering, GKCIET (Under MHRD, Govt. of India), Malda, West Bengal, India e-mail: [email protected] S. Chattopadhyay e-mail: [email protected] A. Das Department Electrical Engineering Department, Jadavpur University, Kolkata, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_9
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performance is compared with that of the series dynamic braking resistor (SDBR). Chen et al. (2015) modeled doubly fed induction generator wind turbine systems subject to recurring symmetrical grid faults [6]. In this attempt, the performance of the doubly fed induction generator (DFIG) wind turbine system under recurring symmetrical grid faults is analyzed. Chen et al. (2014) observed the nontechnical loss and outage detection using fractional-order self-synchronization error-based fuzzy Petri nets in micro-distribution systems [7], where different computer simulations were carried out using an IEEE 30-bus power system and medium-scale micro-distribution systems to show the effectiveness of this proposed method. Mathematical morphology-based islanding detection for distributed generation has been introduced [8] by Farhan and Swarup (2016) where basic MM operators like dilate erode difference filter (DEDF) has been used to operate on three-phase voltage and current signals on target DG location. Attempt has been taken to track the islanding condition from non-islanding condition, a new operator called the MM ratio index (MM RI) computed is used for distributed generation. A GPS- based control framework for accurate current sharing and power quality improvement in Microgrids [9] has been introduced by Golsorkhi et al. (2016) to improve the current sharing accuracy at high loading conditions. A special technique for symmetrical and asymmetrical low-voltage ride through of doubly-fed induction generator wind turbines using gate controlled series capacitor [10] has been observed in detail by Mohammadpour et al. (2015), where extensive time-domain simulations using MATLAB/SIMULINK were performed to validate the effectiveness of this methods during grid faults. Rashad et al. (2016) described control methodology of inverter used in standalone micro-grid system [11]. Harmonic mitigation [12] of power distribution network in minigrid has been studied by Sabu and George (2016). Sreekumar et al. (2015) introduced a new virtual harmonic impedance scheme for harmonic power sharing in an islanded microgrid [13], where a control strategy employs negative virtual harmonic impedance to compensate the effect of line impedance on harmonic power. Zhu et al. (2015) introduced novel technique for virtual damping flux-based LVRT Control for DFIG-Based Wind Turbine [14] where the simulation has been carried out and verified with a 2-MW DFIG in MATLAB/Simulink environment to smooth the electromagnetic torque and minimized different grid faults. Taj et al. (2015) introduced an adaptive neuro-fuzzy controlled-flywheel energy storage system [15] for transient stability enhancement. In recent years many mathematical tools have been introduced for harmonics assessment [16] and they have been found very effective in fault assessment [17]. However very few works are found on harmonics assessment based microgrid based power system. This has motivated to work on harmonic assessment based fault detection in microgrid system. Attempt has been taken to model a micro grid then to perform FFT based harmonics assessment for fault diagnosis in microgrid system.
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2 Modeling of 400 KW PV Array Based Micro Grid In this work, PV Array based micro Grid of 400KW system (MATLAB, version15) has been modeled as shown in Fig. 1. Four numbers of PV array are connected in parallel. Each PV array contains 64 strings. Each string contains 5 numbers of series connected modules having following specifications: Maximum power—315.072 W, Cells per module—86, Open circuit voltage—64.6 volts, Shot circuit current—6.14 A, voltage at maximum power point—54.7 volts, current at maximum power point—5.76 A, temperature coefficient at open circuit voltage—“−0.27269” %/°C, temperature coefficient at short circuit current—“0.061694” %/°C, Lightgenerated current 6.1461 A, Diode saturation current 6.5043 × 10−12 A, Diode ideality factor 0.9507, Shunt resistance 430.0559 ohms, Series resistance 0.43042 ohms. Parallel combinations of PV arrays are connected with DC to DC charge controller. Average model based VSC having 3 bridge arms has been considered in Inverter unit. Inverter output is fed to three phase 400KVA, 260 V/25 kV, 60 Hz star/delta transformer. Transformer output is fed to load Bus (BUS-2). The load bus is also connected with conventional 120 kV, 2500MVA grid supply through three phase 400KVA, 260 V/25 kV, 60 Hz star/delta transformer. Load of 47 MVA, 120 kV/25 kV.2.1 MW has been applied to load Bus.



Fig. 1 Single line diagram of 400KW PV array based microgrid
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3 FFT Based Harmonics Assessments of Line Current The model described in model of Fig. 1 has been used for computer simulation. Three different current measurement units have connected at each phase output of inverter. Through these current measurement units individual phase currents have been captured. The waveform of phase currents are observed and analyzed by Fast Fourier Transform (FFT) at normal condition, LLL and LLLG faults. FFT spectrums are monitored and total harmonics distortions are measured. Continuous symmetrical fault at load bus (Bus 2) has been considered in this work.



3.1 Normal Condition At first, line currents are captured at normal condition and FFT spectrums are generated as shown in Fig. 2a–c for phase-A, phase-B and phase-C respectively. THD at normal conditions are determined accordingly.



3.2 Fault Condition (LLL) Then line currents are captured at LLL fault condition and FFT spectrums are generated as shown in Fig. 3a–c for phase-A, phase-B and phase-C respectively. THD at LLL fault conditions are determined accordingly.



3.3 Fault Condition (LLLG) Then line currents are captured at LLLG fault condition and FFT spectrums are generated as shown in Fig. 4a–c for phase-A, phase-B and phase-C respectively.THD at LLLG fault conditions are determined accordingly.
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Fig. 2 Line currents and their FFT spectrum at inverter output at normal condition: a phase—A, b Phase—B and c Phase—C
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Fig. 2 (continued)



4 Comparative Study FFT spectrums at different conditions are compared. Comparison shows significant changes in FFT spectrums of symmetrical fault conditions from that of normal condition. Also FFT spectrums at LLLG fault differ from FFT spectrums at LLL fault. The comparative results are presented in Table 1. After, FFT based spectrum comparison, THD values obtained at different conditions are compared. Maximum THD values at normal condition which reduces drastically at symmetrical fault condition. THD at LLLG and THD at LLL are found very closed to each other; however THD is found minimum at LLL fault condition as shown in Figs. 5 and 6 respectively.



5 Outcome Specific outcome of this work is achievement of harmonics assessment based symmetrical fault diagnosis in solar PV array based micro grid system. FFT Based spectrum and THD comparison shows significant changes in those features and parameters at fault condition from that of normal condition. Also by this way significant changes in features and parameters are observed among ungrounded symmetrical fault and grounded fault conditions. THD values decrease at fault conditions and become lowest in LLL fault.
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Fig. 3 Line currents and their FFT spectrum at inverter output during LLL Fault at load end: a phase—A, b Phase—B and c Phase—C
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Fig. 3 (continued)



6 Conclusion Harmonics assessment based symmetrical fault diagnosis in PV array based microgrid system. The paper deals with harmonics assessment based symmetrical fault diagnosis in PV array based microgrid system. This has been achieved by modeling a micro grid system consisting of 400KW PV array based power unit coupled with conventional power grid. Computer simulation performed at normal condition as well as symmetrical faults at load bus. Both grounded (LLLG) and ungrounded fault (LLL) are considered. Line currents are captured from the output currents of output system of inverter system and currents are obtained at different conditions. THD values are also determined and compared at different conditions. Based on the observation of grounded (LLLG) and ungrounded fault (LLL) of micro grid systems with respect those useful electrical parameters may be useful for synchronization, protection and performance analysis of various micro grid systems. The comparative results may be useful for symmetrical fault diagnosis and can be extended for diagnosis of other faults also.
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Fig. 4 Line currents and their FFT spectrum at inverter output during LLLG fault at load end: a phase—A, b Phase—B and c Phase—C
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Fig. 4 (continued)



Fig. 5 THD of line currents at Phase-A, B and C during normal, LLL and LLLG fault conditions
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Table 1 Result of FFT analysis at normal, LLL and LLLG fault conditions of average model 400 KW microgrid Parameters Phase Normal Fig. 2a–c LLL Fig. 3a–c LLLG Fig. 4a–c SAMPLE PER CYCLE



A



333



333



333



B C A



0.2347



12.5



13.75



24.12 24.35 1009



24.23 36.74 1720



26.11 39.86 1726



1011 989.1 713.3



1754 1711 1216



1756 1712 1220



C A



7.5 699.4 26.46



1241 1210 11.76



1242 1210 11.82



B C



22.03 24.67



9.89 9.81



9.81 9.40



DC COMPONNENT B C Fundamentals A peak B C Fundamentals A rms B THD (%)



Frequency Phase (HZ)



Amplitude Angle (%)



Amplitude Angle (%)



Amplitude Angle (%)



0



0.02 2.39 2.46 100.00 100.00 100.00 1.98 0.95 1.36 1.10 0.46 0.72 0.77 0.31 0.49 0.48 0.19 0.31 0.41



0.73 1.38 2.15 100.00 100.00 100.00 1.00 0.89 0.83 0.70 0.63 0.12 0.48 0.36 0.12 0.45 0.14 0.32 0.79



0.80 1.49 2.33 100.00 100.00 100.00 1.16 0.89 0.77 0.77 0.64 0.14 0.58 0.41 0.17 0.60 0.23 0.39 0.54



60



180



300



420



660



780



A B C A B C A B C A B C A B C A B C A



90.0° 90.4° 270.0° 69.4° 169.2° 49.8° 5.7° 222.1° 160.7° 4.8° 208.7° 169.4° 5.2° 202.7° 174.1° 6.6° 197.8° 179.7° 7.3°



90.0° 90.0° 270.0° 71.2° 167.8° 47.3° 4.8° 235.7° 126.1° 9.2° 189.2° 131.6° 16.9° 201.8° 181.8° 2.7° 174.6° 186.3° 5.3°



90.0° 90.0° 270.0° −71.2° 167.7° 47.4° 3.5° 224.7° 132.4° 8.2° 193.8° 162.8° 10.2° 193.2° 182.9° 30.0° 228.6° 199.1° 32.3° (continued)
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Table 1 (continued) Frequency Phase (HZ)



900



960



B C A B C A B C



Amplitude Angle (%)



Amplitude Angle (%)



Amplitude Angle (%)



0.16 0.26 0.35 0.13 0.22 0.32 0.12 0.21



0.55 0.35 2.10 0.86 1.84 0.42 0.73 0.88



0.34 0.28 0.17 0.89 1.50 0.59 0.59 0.81



196.4° 181.7° 7.5° 195.0° 183.1° 9.6° 198.1° 184.5°



207.0° 148.2° −15.0° 104.3° 189.8° 203.1° −70.5° 80.8°



238.0° 179.0° −32.6° 56.5° 184.8° −34.9° 230.9° 97.4°



Fig. 6 THD of line currents at Phase-A, B and C during LLL and LLLG fault conditions
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Optimal Design of KVAr Based SVC for Improvement of Stability in Electrical Power System Sayantan Adhikary and Sandip Chanda



1 Introduction In modern power system, sudden change of load, faults has a substantial frequency of occurrences. A considerable amount of research of all over the globe is going on for presenting and economical reliable fast response controller to cope up with this changed environment, FACTS controller is one of them. A method has been on developed [1] “Optimal location and sizing of static VAR compensator (SVC) based on Particle Swarm Optimization for minimization of transmission losses considering cost function. The method however is, Artificial Intelligence based and requires extensive computational time.” This method explained [2] “A novel global harmony search algorithm (NGHS) is used to determine the optimal location and size of shunt reactive power compensators such as shunt capacitors, static VAR compensators (SVCs), and static synchronous compensators (STATCOMs) in a transmission network. The algorithm though a quite efficient, requires large memory for its binary search operation.” This method approach [3] “A method to seek the optimal location of several static VAR compensators (SVCs) in a power system based on their primary function. Taking advantages of the flexible ac transmission system (FACTS) devices depends largely on how these devices are placed in the power system, namely, on their location and size.” In the work explained [4] “Advanced load flow models for the static VAR compensator (SVC) are presented in this paper. The models are incorporated into existing load flow (LF) and optimal power flow (OPF) Newton algorithms. Unlike SVC models S. Adhikary (B) · S. Chanda Department of Electrical Engineering, Narula Institute of Technology, Kolkata, India e-mail: [email protected] S. Chanda e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_10
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available in open literature, the new models depart from the generator representation of the SVC and are based instead on the variable shunt susceptance concept. The work though manages to determine the optimal location of SVC but does not an enlighten, the physical design of SVC.” This method approaches [5] “Optimal location of SVC in power system based on the primary function taking advantage of faults device depends largely on how these devices are placed in power system.” This method states that [6] “Dynamic reactive power compensation is used to an increasing extended improve voltage and reactive power system. Additional takes can also be performed SVC to increase in power transmission capability.” In the work explained [7] “Power system stability enhancement via robust coordinated design of a power system stabilizer and a static VAR compensator-based stabilizer is thoroughly investigated in this paper. The coordinated design problem of robust excitation and SVC-based controllers over a wide range of loading conditions and system configurations are formulated as an optimization problem with an eigenvalue-based objective function. This work again fails to substantial the voltage level at a desired value.” In this method develop by [8] “The enhancement of power system stability properties by use of thyristor controlled series capacitors (TCSCs) and static VAR systems (SVCs). Models suitable for incorporation in dynamic simulation programs used to study angle stability are analyzed.” This method approaches [9] “Power demand has increased substantially while the expansion of power generation and transmission has been severely limited due to limited resources and environmental restrictions.” This method states that [10] “Different control techniques for damping undesirable inter area oscillation in power systems by means of power system stabilizers (PSS), static VAR compensators (SVCs), and shunt static synchronous compensators (STATCOMs).” This method approaches [11] “The location of SVC (static VAR compensators) and other types of shunt compensation devices for voltage support is an important practical question. This paper considers a tool based on the determination of critical modes. Critical modes are computed by studying the system modes in the vicinity of the point of collapse. System participation factors for the critical mode are used to determine the most suitable sites for system reinforcement.” This method states that [12] “A novel method for optimal location of FACTS devices in a multi machine power system using Genetic Algorithm (GA). Using the proposed method, the location of FACTS controllers, their type and rated values are optimized simultaneously. Among the various FACTS controllers, Static VAR controller (SVC), Thyristor Controlled Series Compensator (TCSC) and Unified power Flow Controller (UPFC) are considered. This method again requires computational facility and also memory.” A method has been developed on [13] “A new SVC (static VAR compensation) control for damping of power system oscillations has been developed. To increase system damping an SVC uses a phase angle signal estimated from the measurement of voltage and power at the SVC location.”
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In this method develop by [14] “A new power system stabilizer (PSS) design for damping power system oscillations focusing on inters area modes. The input to the PSS consists of two signals. The first signal is mainly to damp the local mode in the area where PSS is located using the generator rotor speed as an input signal. The second is an additional global signal for damping inters area modes.” A method has been developed on [15] “Analysis and simulation of SVC controller have been investigated to improve the dynamic stability of power systems. Eigenvalues calculated by linear system models, the impact and changes the controller parameters on the dynamic behavior of the system will be study.” From the above litterateur review it has been understood that all the controller’s design for optimal locative is voltage based SVC and PSS. In this work a KVAr based SVC has been developed to limit a variation of voltage even in worst possible loading of reactive power. Simulation has been carried out in MATLAB software the result was wide encouraging and promising.



2 Theory 2.1 Use of SVC in Transmission Line A static VAR compensator (or SVC) is an electrical device for providing fast-acting reactive power on high-voltage electricity transmission networks. SVCs are part of the Flexible AC transmission system device family, regulating voltage and stabilizing the system. The term “static” refers to the fact that the SVC has no moving parts (other than circuit breakers and disconnects, which do not move under normal SVC operation). Prior to the invention of the SVC, power factor compensation was the preserve of large rotating machines such as synchronous condensers. The SVC is an automated impedance matching device, designed to bring the system closer to unity power factor. If the power system’s reactive load is capacitive (leading), the SVC will use reactors (usually in the form of Thyristor-Controlled Reactors) to consume var from the system, lowering the system voltage. Under inductive (lagging) conditions, the capacitor banks are automatically switched in, thus providing a higher system voltage. They also may be placed near high and rapidly varying loads, such as arc furnaces, where they can smooth flicker voltage. It is known that the SVCs with an auxiliary injection of a suitable signal can considerably improve the dynamic stability performance of a power system. It is observed that SVC controls can significantly influence nonlinear system behavior especially under high-stress operating conditions and increased SVC gains.
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Principle



Typically, an SVC comprises one or more banks of fixed or switched shunt capacitors or reactors, of which at least one bank is switched by thyristors. Elements which may be used to make an SVC typically include: • • • •



Thyristor controlled reactor (TCR), where the reactor may be air- or iron-cored Thyristor switched capacitor (TSC) Harmonic filter(s) Mechanically switched capacitors or reactors (switched by a circuit breaker) (Fig. 1).



By means of phase angle modulation switched by the thyristors, the reactor may be variably switched into the circuit and so provide a continuously variable MVAR injection (or absorption) to the electrical network. In this configuration, coarse voltage control is provided by the capacitors; the thyristor-controlled reactor is to provide smooth control. Smoother control and more flexibility can be provided with thyristorcontrolled capacitor switching. The thyristors are electronically controlled. Thyristors, like all semiconductors, generate heat and deionized water is commonly used to cool them. Chopping reactive load into the circuit in this manner injects undesirable odd-order harmonics and so



Fig. 1 One-line diagram of a typical SVC configuration; here employing a thyristor controlled reactor, a thyristor switched capacitor, a harmonic filter, a mechanically switched capacitor and a mechanically switched reactor
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banks of high-power filters are usually provided to smooth the waveform. Since the filters themselves are capacitive, they also export MVARs to the power system. More complex arrangements are practical where precise voltage regulation is required. Voltage regulation is provided by means of a closed-loop controller. Remote supervisory control and manual adjustment of the voltage set-point are also common. Generally, static var compensation is not done at line voltage; a bank of transformers steps the transmission voltage (for example, 230 kV) down to a much lower level (for example, 9.0 kV). This reduces the size and number of components needed in the SVC, although the conductors must be very large to handle the high currents associated with the lower voltage. In some static var compensators for industrial applications such as electric arc furnaces, where there may be an existing mediumvoltage bus bar present (for example at 33 or 34.5 kV), and the static var compensator may be directly connected in order to save the cost of the transformer. Another common connection point for SVC is on the delta tertiary winding of Y-connected auto-transformers used to connect one transmission voltage to another voltage. The dynamic nature of the SVC lies in the use of thyristors connected in series and inverse-parallel, (forming “thyristor valves”). The disc-shaped semiconductors, usually several inches in diameter, are usually located indoors in a “valve house”. The main advantage of SVCs over simple mechanically switched compensation schemes is their near-instantaneous response to changes in the system voltage. For this reason they are often operated at close to their zero-point in order to maximize the reactive power correction they can rapidly provide when required. They are, in general, cheaper, higher-capacity, faster and more reliable than dynamic compensation schemes such as synchronous condensers. However, static var compensators are more expensive than mechanically switched capacitors, so many system operators use a combination of the two technologies (sometimes in the same installation), using the static var compensator to provide support for fast changes and the mechanically switched capacitors to provide steady-state var.



2.2 Traditional Operation of SVC 2.2.1



Generation, Transmission, Distribution



In any power system, the creation, transmission, and utilization of electrical power can be separated into three areas, which traditionally determined the way in which electric utility companies had been organized. • Generation • Transmission • Distribution.
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Although power electronic based equipment is prevalent in each of these three areas, such as with static excitation systems for generators and Custom Power equipment in distribution systems, the focus of this paper and accompanying presentation is on transmission, i.e., moving the power from where it is generated to where it is utilized.



2.2.2



Power System Constraints



As noted in the introduction, transmission systems are being pushed closer to their stability and thermal limits while the focus on the quality of power delivered is greater than ever. The limitations of the transmission system can take many forms and may involve power transfer between areas or within a single area or region and may include one or more of the following characteristics: • • • • • • • • •



Steady-State Power Transfer Limit Voltage Stability Limit Dynamic Voltage Limit Transient Stability Limit Power System Oscillation Damping Limit Inadvertent Loop Flow Limit Thermal Limit Short-Circuit Current Limit Others.



Each transmission bottleneck or regional constraint may have one or more of these system-level problems. The key to solving these problems in the most cost-effective and coordinated manner is by thorough systems engineering analysis.



3 Proposed Methodology of SVC See Fig. 2.



4 Development of Relation Between KVAr and SHUNT Compensation by Simulation A 2 machine system with a load and variable susceptance support has been demonstrated in figure [3] MATLAB (Fig. 3). The system has loaded KVAr as depicted, in table for each value of KVAr loading the variable susceptance in adjusted, to provide a voltage band of 0.9–1 pu for worst possible reactive power loading, this susceptance has been calculated and the relation
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Fig. 3 Transient stability of a two-machine transmission system with power system stabilizers (PSS) and static var compensator (SVC)



between required susceptance subsequent KVAr is plotted. In figure [3] from the curve sample points were extracted and for each of the points a hyperbolic equation has been formed. 2.5 × [(10)]∧ 6x_(1∧ 2) + 1.2 × [(10)]∧ 6x_1 + 1 × [(10)]∧ 6  15 ∧



∧



∧



∧



3.5 × [(10)] 6x_(2 2) + 3 × [(10)] 6x_2 + 2 × [(10)] 6  20 ∧



∧



∧



∧



4 × [(10)] 6x_(3 2) + 5 × [(10)] 6x_3 + 3 × [(10)] 6  25



(1) (2) (3)



By solving the above 3 equation, the following relation has been obtained 63.5x_(1∧ 2) − 1.979x_1 + 0.0822  B where, x  KVAR and, B  Susceptance This equation becomes (Fig. 4). 63.5kV A R 2 − 1.97kV A R + 0.0822  B



(4)



Optimal Design of KVAr Based SVC for Improvement of Stability …



109



Fig. 4 Curve fitting the susceptence with respect to KVAr loading



5 Development of MATLAB Model A Matlab based model of SVC based on equation no [4] has been developed. This model being operation, in care voltage based SVC, the range is very limited. As the span of variation is also limited (Figs. 5 and 6).



6 Description of the Blocks (with Svc and with Out Svc) 6.1 Parameters The SVC parameters are grouped in two categories: Power Data and Control Parameters. Use the Display list box to select which group of parameters you want to visualize.



Fig. 5 Improvement of transient stability with svc diagram using MATLAB
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Fig. 6 Improvement of transient stability without svc diagram using MATLAB



6.2 Power Tab Ignore negative-sequence current The SVC is modeled by a three-wire system using two current sources. The SVC does not generate any zero-sequence current, but it can generate negative-sequence currents during unbalanced system operation. The negative-sequence susceptance of the SVC is assumed to be identical to its positive-sequence value, as determined by the B value computed by the voltage regulator. Select this box to ignore negative-sequence current. Default is selected (Fig. 7).



6.3 Nominal Voltage and Frequency The nominal line-to-line voltage in Vrms and the nominal system frequency in hertz. Default is [500e3, 50].



6.4 Three-Phase Base Power Three-phase base power, in VA, used to specify the following parameters in pu: droop reactance Xs, gains Kp and Ki of the voltage PI regulator, and reference susceptance Brief. This base power is also used to normalize the output B susceptance signal. Default is 200e6 (Fig. 8).
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Fig. 8 Computation of PWM pulse
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6.5 Reactive Power Limits The maximum SVC reactive powers at 1 pu voltage, in vars. Enter a positive value for the capacitive reactive power Qc (var generated by the SVC) and a negative value for the inductive reactive power Ql (var absorbed by the SVC). Default is [200e6, −200e6]. Average time delay due to thyristor valves firing Average time delay simulating the non-instantaneous variation of thyristor fundamental current when the distribution unit sends a switching order to the pulse generator. Because pulses have to be synchronized with thyristor commutation voltages, this delay normally varies between 0 and 1/2 cycle. The suggested average value is 4 ms. Default is 4e-3 (Fig. 9).



6.6 Susceptance Brief This parameter is not available when the Mode parameter is set to Voltage regulation (Fig. 10).



6.7 Reference Susceptance, in Pu/Phase, when the SVC is operating in var control mode. Default is 0.0.



Fig. 9 KVAr sampling
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Fig. 10 Computation of requires susceptance



6.8 Simulation and Case Study After development of improvement stability with SVC Diagram using Matlab, we get 5 simulation figures (a) (b) (c) (d) (e) (f) (g)



Voltage without SVC RMS Value KVAr Calculated Susceptance Calculated Carrier Signal Susceptance (RMS) PWM (Pulse Width Modulation).



1. Firstly voltage measurement block applied then we get voltage without SVC Curve. 2. Current Measurement block applied then we get RMS value. 3. We applied repeating sequence triangular value, then we get Carrier Signal, Susceptance (RMS) and PWM (Pulse Width Modulation) (Figs. A, B, C, D, E.1, E.2, and E.3).



6.9 Case Study Comparison between with SVC and without SVC After the development of the model a comparison between presence of develop model of SVC and without SVC has been demonstrated in the table, from this table it can be asserted that the develop model of with SVC is capable of regulating the voltage with desired level, in adverse of reactive power loading.
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Fig. A Voltage without SVC



Fig. B RMS value



7 Conclusion The work presented in this paper mainly focuses on the aspects related to Flexible AC Transmission Systems (FACTS) based controller design and assessment of their contribution to system stability improvement ensuring secure and stable operation of the power system. Most of the SVC controllers, with substantial survey has been found to be voltage based, and sub sequentially they offer less scope of making the control action in the work presented in this paper. Focuses on developing a
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Fig. C KVAR calculated



Fig. D Susceptance calculated



Fig. E.1 Carrier signal



KVAr based model of SVC, which without the help of in any optimization technique effectively stabilizes, the voltage profile of given power system network for adverse variation of reactive power loading. This idea may be pursuit to develop to static var compensator (SVC) for future power network.



116



S. Adhikary and S. Chanda



Fig. E.2 Susceptance (RMS)



Fig. E.3 PWM Load (KVAR)
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An Improved Reactive Power Compensation Scheme for Unbalanced Four Wire System with Low Harmonic Injection Using SVC Sankar Das, Debashis Chatterjee and Swapan K. Goswami



1 Introduction The loads in power distribution system are generally single-phase loads supplied from a /Y three-phase transformer with grounded neutral [1]. The other commonly used loads are nonlinear loads, single-phase and three-phase rectifiers, power-electronicsbased equipment etc. The increased use of these types of loads generates various power quality problems in the distribution network. These are poor voltage regulation, high reactive power demand, harmonic currents, unbalanced load, excessive neutral current, etc. [2, 3]. The unequal load current due to asymmetrical load contains positive, negative, and zero sequence component. It will increase system losses and can also be harmful on industrial machines and generators. Many techniques are suggested for load balancing as well as neutral current compensation along with load harmonic elimination for three-phase four-wire distribution system. Pulse width modulation (PWM) based switching compensator, known as ‘active power filters’ [4, 5], or ‘power conditioner’, as reactive power compensator, or both of them as hybrid devices can be applied to diminish the power quality problems effectively. It includes distribution static compensator (DSTATCOM) [6, 7] for solving power quality problem in current, dynamic voltage restorer (DVR) for compensating power quality problem in voltage, and unified power-quality conditioner (UPQC) for both current and voltage power quality problem. However, all of these techniques increase system losses; implementation cost and requires complex control strategy [8]. S. Das (B) Department of Electrical Engineering, Government College of Engineering and Textile Technology, Berhampore, Murshidabad, WB, India e-mail: [email protected] D. Chatterjee · S. K. Goswami Department of Electrical Engineering, Jadavpur University, Kolkata, WB, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_11
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The SVC based compensation scheme can also be used to solve power quality problems in four-wire distribution system. The combination of Y-SVC and -SVC can be used to mitigate both ZPS and NPS currents simultaneously [9, 10] as single SVC configuration can not serve both the purposes. However, the operation of TCR releases significant odd harmonic currents [11] into the supply system, whereas FC or TSC amplifies the harmonic currents generated from TCR and the other nonlinear load. Thus, a combination of reactive power compensator using SVC along with passive filter [12] or combination of shunt passive filter in series with an active power filter topology [13–16] have been proposed to solve power quality problem. However, these schemes require additional investment [17] and space to accommodate filtering stages. Thus, improvement of switching schemes of SVC is also investigated to minimize harmonic generation internally [18–20] without using additional filter. The load compensation as well as source power factor improvement with minimum line harmonic injection is studied for three-phase three-wire system [21]. However, there are no suitable schemes for load balancing, neutral current compensation and source power factor correction with minimum line harmonic injection for three-phase four-wire distribution system. In this paper, reactive power compensation is achieved by using a combined -SVC and Y-SVC. At the same, the minimum harmonic injection of SVC is realized by optimizing switching function of SVC. Thus, the proposed scheme removes additional filter requirement. Both the SVCs use TSC-TCR in the proposed system modeling. The switching function of TCR is optimized using gravitational search algorithm [22, 23] and the optimized switching angles are computed offline at close interval of modulation indices which can be expressed as the ratio between fundamental component of reactor voltage to the rated load voltage. The corresponding reactive power drawn by TCR is calculated based on computed switching angles. These switching angles corresponding to minimum injected harmonics along with reactive power compensation are stored in the processor memory as a function of modulation index for online application. Different simulation results on a practical system are presented to validate the proposed concept.



2 Proposed Compensation Model Using Symmetrical Component Approach The Fig. 1 shows schematic diagram of a Y-SVC and -SVC connected to threephase four-wire distribution system for reactive power compensation with minimum line harmonic injection. The subscript “x” denotes phase a, b and c. The IxL is the line current; VxS is the source voltage; VxL is the grid voltage; IxT Y , IxCY , IxT  and IxC are the Y-TCR, the Y-TSC, the -TCR and the -TSC current respectively; Z x is the line impedance and Z n is the neutral impedance. The distribution system is assumed to be a constant balanced voltage source and equal line impedances. For an unbalanced three-phase loads, the unbalanced distribution line currents causes
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Fig. 1 Representation of distribution substation with Y and -type SVC



unequal line voltage drops which make load bus voltages to be unbalanced. In order to compensate line currents and improve source power factor, SVCs are placed at the load bus to generate or absorb unbalanced reactive power. The unbalanced reactive power combined with load demand makes balanced load to the supply system. The phase-wise unbalanced loads are PLa + j Q La , PLb + j Q Lb and PLc + j Q Lc while the phase-wise load seen by the source after compensation is Ps + j Q s . The phase-wise reactive power absorbed by Y-TCR is Q aT Y , j Q bT Y and j Q cT Y while for -TCR is TΔ TΔ TΔ , j Q bc and j Q ca . The phase-wise reactive power generation by Y-TSC is j Q ab CY CΔ CY CY CΔ Q a , j Q b and j Q c while by -TSC is j Q CΔ ab , j Q bc and j Q ca . The prefix T in all the variables denotes TCR quantities, where as prefix S, C and L denotes the source, TSC and load quantities respectively. The compensation requirements for neutral current compensation, load balancing and source power factor improvement combining are,
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⎧       ⎪ Re I0L + Re I0T Y  Re I0CY ⎪ ⎪ ⎪ ⎪       ⎪ ⎪ Im I0L + Im I0T Y  Im I0CY ⎪ ⎪ ⎨           Re I2L + Re I2T Y + Re I2T Δ  Re I0CY + Re I0CΔ ⎪ ⎪           ⎪ ⎪ Im I2L + Im I2T Y + Im I2T Δ  Im I0CY + Im I0CΔ ⎪ ⎪ ⎪ ⎪         ⎪ ⎩ Im I L + Im I T Y  Im I CY + Im I S 1 1 1 1



(1)



where I0 , I1 and I2 denotes the zero, positive and negative sequence current component respectively. The (1) has infinite solutions due to six unknowns with five constraints. Thus an additional constraint is considered to compute a unique solution. The additional constraint with a consideration that -SVC doesn’t generate imaginary part of positive sequence currents can be expressed as,     Im I1T Δ  Im I1CΔ



(2)



The compensating reactive power required by each phase of -TCR and Y-TCR for load balancing, neutral current compensation and power factor correction can be expressed in terms of load power by solving (1) and (2) after substitution of each sequence component. The per phase compensating reactive power required by -TCR can be calculated as, ⎧ TΔ Lb ) ⎪ Q ab  2(PLa√−P − Q CΔ ⎪ ab ⎪ 3 ⎪ ⎨ 2(PLb√−PLc ) CΔ TΔ Q bc  − Q bc (3) 3 ⎪ ⎪ ⎪ ⎪ TΔ La ) ⎩ Q ca  2(PLc√−P − Q CΔ ca 3 Similarly, the per phase compensating reactive power required by Y-TCR can be calculated as, ⎧  PLb −PLc TY CY ⎪ ⎪ ⎪ Q a  Q La − Q a − Q s + √3 ⎪ ⎨ PLc −PLa  √ Q bT Y  Q Lb − Q CY (4) b − Qs + 3 ⎪ ⎪  ⎪ PLa√ −PLb ⎪ ⎩ Q cT Y  Q Lc − Q CY c − Qs + 3 Now, it is required to find out the appropriate switching angles corresponding to compensating reactive power. The per phase reactive power absorbed by TCR can be controlled independently by changing the firing delay angle of individual phases of TCR. For any delay angle α of a particular phase, the reactive power absorbed by -TCR (Q  ) and Y-TCR (Q Y ) can be calculated [33] as,
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(5)



 where x 0 is the reactance for full conduction of thyristor α  00 and V1 is the per phase fundamental component of TCR voltage. Similarly, the per phase reactive power absorbed by Y-TCR can be calculated for any delay angle α and V1 . The per phase fundamental component of TCR voltage V1 also depends on delay angle α. The amplitude of reactor voltage fundamental component (for n  1) in terms of switching angle α can be expressed as,  



2 1 (6) V1  (π − α) + sin(2α) . π 2 TΔ Thus for required reactive power Q ab of -TCR calculated from (3), corresponding switching angle (α) can be obtained from (5) using (6). The direct solution of (5) to obtain α requires a suitable numerical technique to be applied which can result in multiple values of α with different THDs. Thus a heuristic search based method is necessary to obtain the optimum value of α for minimum reactor voltage THD. Similar equations can be written to find α for the other two phases. The same procedure can be used to compute appropriate angle α for Y-TCR.



2.1 Control Scheme The Fig. 2 shows control schematic for load balancing, neutral current compensation and power factor correction with minimum line harmonic injection in a three-phase four-wire system using SVC. In the control scheme, the reactive power requirement for the individual phases are calculated using (3) and (4) with a consideration of set power factor and set reactive power of TSC (Q TSC ). The zero crossing detector (ZCD) is used for detecting the zero crossing of input signal. In the proposed scheme, the harmonic minimization (HM) from reactor voltage is realized by computing those values of α for solution of (5) which results in lower reactor voltage THD. Thus in this paper, a GSA based technique is used for off-line  computation of the switching angles (αoff ) as a function of modulation index m ∗d for individual phases. Then these computed switching angles are used to calculate reactive power (Q off ) absorbed by TCR in each phase using (5). The modulation indices, corresponding switching angles for optimum THD and phase wise VAr absorption are stored in the processor memory for load balancing, neutral current compensation and power factor correction with minimum reactor voltage THD.
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3 Proposed GSA Based Harmonic Minimization In the proposed technique, solution of (5) for optimum switching angle is obtained through GSA based optimization technique considering minimum reactor voltage THD. The configuration of per phase thyristor controlled reactor (TCR) consisting of a reactor (L) connected in series with two anti parallel thyristors (T1 , T2 ) is shown in Fig. 3a. The reactor voltage (VTCR ) is shown in Fig. 3b. The general expression for amplitude of nth odd harmonic for n > 1 for the reactor voltage, shown in Fig. 3b, is given by, 



 sin(n − 1)α 2 sin(n + 1)α − . (7) Vn  π (n + 1) (n − 1) For a three-phase balanced system the triple n harmonics will be absent in the line and thus these are not considered in the present problem. Thus possible values of n are n  6i ± 1 (i  1, 2, 3, . . .). Mathematically the optimization problem can be formulated as,
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Fig. 3 Single-phase thyristor controlled reactor a configuration, b voltage across reactor



⎧ V1  M ⎪ ⎪ ⎪ ⎪ ⎨ Vn ≤∈n Subjected to ⎪ ⎪ ⎪ ⎪ ⎩ π ≤ α ≤ π. 2



(8)



where V1 , . . . , Vn are in per unit and M is the desired amplitude of the fundamental component of reactor voltage to rated load voltage which is also known as modulation index and ∈n is the allowable limits of all individual harmonics and n up to 31st order. The proposed objective function f (α) for the GSA satisfying (8) can be defined as, f (α)  K 1 |V1 − M|2 +



31 n5,7,11,..



K n |Vn − ∈n |2 .



(9)



where n  6i ± 1(i  1, 2, 3, . . .) In (9), the coefficient K 1 needs to have larger value than K 5 to K n for giving more priority to maintain fundamental component, at the same time K 5 to K n are adjusted to descending order such that more priority is given to reduce lower order harmonics. Moreover, all the coefficients need to be properly adjusted so that GSA can perform nonbiased optimization. Trial and error method [23] is used until a good balance is found. For this problem, K 1  257, K 5  51, K 7  12, K 11 . . . K 31  5. For each harmonic component, the ∈n is selected as 0.03 according to IEEE std 519-1992. The GSA, developed by Rashedi et al. in 2009 is the recent meta-heuristic searching algorithm [22]. It is based on Newton’s law of gravity and motion. In this algorithm, agents are considered as objects and the performance of agents are measured by their masses. Hence, all these agents attract each other by a gravity force, and this force causes a global movement of all agents towards the agents with heavier masses. The heavier masses have better fitness value. Thus they describe good optimal solution to the problem and move more slowly than lighter ones. In GSA, each mass has four identifications: its position, its inertial mass, its active and passive gravitational mass [22, 23]. The position of the mass is equivalent to a solution of the problem
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Value



Line impedance (per phase)



(0.02 + j 0.07) 



Load: a-phase



(20 + j12) kVA



b-phase



(25 + j13) kVA



c-phase



(30 + j15) kVA



and its gravitational and inertial masses are calculated by using a fitness function. Thus each mass represent a solution of the problem and the algorithm is navigated by properly adjusting the gravitational and inertia masses. In the present problem, each solution (position) is composed of the switching angle α in half cycle. To start the algorithm, initial populations (number of agents) of  π switching angles are randomly generated with satisfying the constraint equation ≤ α < π for the chosen number of population. Then velocities of the agents 2 are calculated and their next positions are updated. The other parameters of the algorithm such as gravitational constant, masses and acceleration are updated at each iteration cycle and the algorithm is terminated if it satisfies the maximum number of iterations. To get an optimal solution using GSA, the optimum settings of different input parameters are to be needed. Different trials have been performed for optimum values of input parameters. Based on these trials, the following input parameters are found to be best for optimal performance of the current problem: G 0  100, γ  20, T  1000, N  no. of agents  30. Where the initial value of gravitational constant is G 0 , γ is the user-specified constant for gravitational constant and T is the maximum number of iterations. The basic flowchart of GSA is shown in Fig. 4.



4 Simulation Results The proposed scheme has been modeled and simulated using MATLAB and its Simulink and SimPower System toolboxes for a three-phase four-wire system. A 6.6 kV/415 V, 200 kVA distribution substation feeding a variable load is considered for simulation purpose. Thyristor switched capacitor-thyristor controlled reactor (TSC-TCR) type of SVC with 10 kVAr capacity of TCR and TSC that can vary reactive power between 0 and 30 kVAr through five steps (0, 5, 10, 20 and 30 kVAr) per phase is chosen. The line and load parameters are listed in Table 1. The switching angles are computed at closed interval of modulation indices using GSA with minimum reactor voltage harmonics. The computed switching angles are used to calculate phase wise reactive power absorbed by TCR for each modulation index using (5). The computed switching angle α for minimum reactor voltage THD and the corresponding per phase reactive power consumption by -TCR with mod-
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ulation index (m d ) are shown Fig. 5a, b respectively. In the proposed scheme, these two curves are stored in the processor memory for on-line applications.



4.1 Dynamic Response of the System Without and with Proposed Compensator The performance of the proposed scheme for load balancing, along with neutral current compensation and source power factor improvement of a three-phase fourwire unbalanced load with low line harmonic injection is shown in Fig. 6. L at the point of At 0.03 s, the SVCs are switched into the line. The voltages V  L common coupling (PCC), unbalanced load currents I , balanced source   currents  S I , -SVC currents I  , Y-SVC currents I Y , source neutral current InS , load neutral current InL , balanced active power taken from source (PS ) and balanced
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Fig. 5 Variation of a optimum switching angle for minimum reactor voltage THD, and b per phase reactive power consumption with modulation index (m d )



Fig. 6 Dynamic response of proposed scheme for load balancing, neutral current compensation and power factor correction when the SVCs are switched into the line at t  0.03 s



reactive power drawn from source (Q S ) are demonstrated in Fig. 6. It is noticed that  L the compensated source currents for an unbalanced three-phase load currents I   S I become balanced and the source neutral current InS is maintained at nearly zero after the SVC is switched into the line at t  0.03 s. The active (PS ) and reactive power (Q S ) seen by the source after compensation become balanced through proposed scheme. Also it can improve the source power factor by reducing the reactive power drawn from source. The harmonic spectrum of the a-phase source current (IaS ) in steady state condition is shown in Fig. 7 which justifies the low harmonic injection by the proposed scheme
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Fig. 7 Harmonic spectrum of the a-phase source current in steady condition



4.2 Dynamic Response of the System Under Sudden Load Change The performance of the proposed scheme has also been studied under a sudden change of load condition. Initially a balanced load of (10 + j5) kVA per phase was connected to the system, then at t  0.1 s, three-phase linear load is changed to two-phase and again to single-phase reconnected again at 0.3 s. The  load at 0.2 s. These loads are L load currents I , balanced source currents I S , PCC voltage V L , unbalanced  -SVC currents I  , Y-SVC currents I Y , source neutral current InS , load neutral current InL , balanced active power taken from source (PS ) and balanced reactive power drawn from source (Q S ) under varying loads are demonstrated in Fig. 8a. From Fig. 8a it can be observed that the source current is balanced before and after the changeover which justify the effectiveness of the proposed method. Moreover, THD of the source current is within permissible limit as shown in Fig. 8b–d during different load conditions. (a) Dynamic response of proposed scheme when load is changed from three-phase to two-phase at t  0.1 s, to single-phase at t  0.2 s and again reconnected to three-phase at t  0.3 s. (b) Harmonic spectrum of the a-phase source current during three-phase load (c) Harmonic spectrum of the a-phase source current during two-phase load (d) Harmonic spectrum of the a-phase source current during single-phase load.



5 Conclusion An improved switching scheme for load balancing, neutral current compensation and source power factor improvement with minimum possible line harmonic injection without using external filter has been proposed in this paper. The proposed scheme has been implemented using TSC-TCR based combined -SVC and Y-SVC. The Y-SVC is used for neutral current compensation and source power factor improvement whereas -SVC is used for load balancing. The switching angles for TCR compensation are calculated by optimizing the switching function of TCR using GSA with varying modulation indices. These computed switching angles for minimum line harmonic injection along with phase-wise compensating reactive power requirement are stored in the processor memory for on-line application. From the
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Fig. 8 Dynamic simulation results and harmonic spectrum of source current



simulation results, it is verified that the proposed SVC switching results in load balancing, neutral current compensation and source power factor improvement with reduced harmonic injection to source.
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which will make the customers change their load usage patterns. In the last few years, research on DS have been presented under four sections namely, distribution system reconfiguration, load flow studies on distribution system, impact of renewable energy on distribution systems and effect of demand response on distribution system.



2 Distribution Network Reconfiguration 2.1 Introduction to Distribution System Reconfiguration The configuration of most DS is radial to carry out their protection. In DS, each feeder is connected to various types of loads viz. commercial, industrial and residential. The patterns of daily load demands for the said types of load are different having different instants of occurrences of peak values. It is a problem if the DS gets overloaded as it will lead to disconnection of branches caused by actuation of the protective devices and voltage collapse. Overloading of the DS can cause problems starting from the disconnection of branches due to triggering of protective devices and can lead to a general voltage collapse resulting in financial losses for customers and the utilities. The line losses are significant in DS due to high resistance to reactance ratio. The main aim of the researchers is to investigate every possible means to reduce distribution power loss and maintain voltages within the specified limits. In order to improve the performance of a radial distribution networks, reconfiguration is an effective solution. Reconfiguration is done by switching operation, either manually or automatically, so that the power losses are reduced resulting in enhancement of system security, power quality and reduction in network overloading. Two types of switching operations are possible, either opening sectionalizing (normally closed) switches or closing tie (normally open) switches of the network. The switching operation should ensure transfer of power to all the connected loads maintaining the radial nature of the network. The distribution network reconfiguration problem has been solved by researchers by adopting several techniques.



2.2 A Review on Distribution System Reconfiguration Active power loss minimization by reconfiguration using several variants of Ant Colony Optimization (ACO) has been implemented widely by several researchers. ACO in Hyper-Cube framework (ACO-HC) has been implemented by Abdelaziz et al. [1] by applying a modified local heuristic approach and a standard state transition rule. Alemohammad et al. [2] have presented a model for seasonal reconfiguration of actual distribution network and it has been solved by Genetic Algorithm (GA). A multi-objective algorithm have been implemented by Alonso et al. [3] to reduce the network power losses which improves the reliability index using artifi-
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cial immune systems technique (AIS) and applying graph theory considerations to improve computational performance and pareto-dominance rules. Amanulla et al. [4] proposed a binary particle swarm optimization-based search algorithm (BPSO) to find the optimal status of the switches and its effectiveness is demonstrated on a IEEE 33-bus and a IEEE 123-bus radial DS. A new method based on shuffled frog leaping algorithm (SFLA) by Arandian et al. [5], aimed reduction of network power losses and control of power generation from DGs, has been successfully tested on 33-bus and 69-bus test systems. A bi-level optimization procedure is developed by Arasteh et al. [6] using PSO, considering DR for sensitivity analysis in order to cover the effects of uncertain parameters on a distribution network and its performance has been tested on IEEE 33-bus standard test system. A novel adaptive fuzzy-based parallel GA is proposed by Asrari et al. [7] that employs the concept of parallel computing in identifying the optimal configuration of a dc distribution network. Bahrami et al. [8] worked on hybrid Big Bang-Big Crunch optimization (HBB-BC) algorithm, having faster rate of convergence and high efficiency, to solve the single -objective reconfiguration of the functions of the problem such as system average interruption frequency index, system average interruption duration index, average energy not supplied, in DS. A fuzzy multi-objective approach based reconfiguration of distribution networks have been presented by Banerjee et al. [9] considering different types of load. Bayat et al. [10] proposed a heuristic approach based on uniform voltage distribution based constructive reconfiguration algorithm (UVDA) for simultaneous DG placement, sizing and network reconfiguration. The above algorithm is applied by Bayat [11] for optimal reconfiguration of large- scale distribution networks and it was tested with various practical distribution networks varies from 16-bus system with 3 tie-switches up to 835-bus system with 146 tie-switches. Capitanescu et al. [12] explored how the DG penetration capacity of DS can be increased by both static and dynamic reconfiguration of network under thermal and voltage constraints by solving a non-linear, mixed-integer and multi-period optimal power flow problem (MP-OPF). Improvement of network reliability and reduction of network power losses based on an enhanced GA has been presented by Duan et al. [13]. Silva et al. [14] proposed a heuristic algorithm for electrical DS reconfiguration based on movement of firefly towards preys or partners where the insects positions in the space correspond to the positions of the switches in the electrical system. Oliveira et al. [15] as well as Souza et al. [16] have implemented bio-inspired metaheuristic AIS on network reconfiguration satisfying operational and network constraints, considering different load levels. Pons and Repetto [17] presented a topological reconfiguration procedure for maximizing local consumption of renewable energy in (Italian) active distribution networks. Niknam et al. [18] presented Honey Bee Mating Optimization (HBMO) approach to investigate the Distribution Feeder Reconfiguration (DFR) problem satisfying the operating limits and constraints. An efficient Modified bacterial foraging optimization algorithm (MBFOA) has been applied by Naveen et al. [19] on network reconfiguration to reduce active power losses at IEEE 16, 33 and 69 bus systems. Nguyen et al. [20] have implemented the cuckoo search algorithm (CSA) on network reconfiguration problems and it proved to be efficient and promising. Back tracking search algorithm (BSA) on network reconfiguration problems have been proposed by
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Nguyen et al. [21] and its effectiveness was tested on 69- node distribution network system. Network reconfiguration based on minimum spanning tree algorithm(MST) have been tested on 33- bus, 69-bus and a real 210-bus MV utility DS by Li et al. [22] and the results were found to be very effective. Network reconfiguration based on a mixed- integer second-order conic programming (MISOCP) model has been developed by López et al. [23] and applied on 136 node DS considering the minimization of active power losses and reliability constraints. To solve the reconfiguration problem of radial DS, a scatter search, which is a metaheuristic-based algorithm, is proposed by Rupolo and Mantovani [24].



3 Load Flow Studies on Distribution System 3.1 Load Flow Approach in DS Due to a Different Topology LF studies are performed to determine the parameters of steady-state line power flow and connected load. They provide guidance for proper planning, operation, control and optimization of power system. LF analysis helps to verify whether all the operational constraints including line voltage limits are satisfied. It is one of the most frequently carried out study by power utilities and are essential for power system planning, operation, optimization and control. It is required to explore different arrangements necessary to maintain the required voltage profile and to minimize the system losses. LF is also used as a sub problem like contingency analysis of a system. The bus voltage magnitudes of a distribution network, their phase angles, active and reactive power flows of different lines and the transmission power losses are determined from load flow studies. Some of the basic LF algorithms were developed such as Newton Raphson (NR), Gauss Seidel (GS) and were applied to the transmission network. In DS, these methods may become inefficient due to its radial nature, high resistance to reactance ratio, load unbalance etc. Thus, the LF analysis becomes complex in case of DS and fail to converge using the techniques in case of transmission systems. In the past, many approaches for DS load-flow analyses have been developed by the researchers. With respect to the nature of generation and load, there are two types of LF, probabilistic (PLF) and deterministic (DLF). In PLF, the analysis takes care of stochastic or statistical uncertainties with generation or load while in DLF the natures are taken to be consistent. Some of the works on LF in the recent years are stated below.



3.2 A Review on Load Flow Methods on Distribution Systems Melhorn and Dimitrovski [25] proposed a three phase PLF in radial and weakly meshed distribution network for both balanced and unbalanced conditions without
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explicitly using Y-bus matrix and it was applied on IEEE 123 node and 13 node test feeder. A novel direct method to LF has been developed by Singh et al. [26] which saves computation time and power. Wang et al. [27] presented the explicit conditions for existence of a unique LF solution for distribution networks having generic topology. Murari et al. [28] developed a LF solution for IEEE 33 DS using matrix method. The steady-state analysis and working of an electrical DS using multilinear probabilistic Monte Carlo (MC) simulation technique has been proposed by Carpinelli et al. [29] with integration of photo-voltaic (PV) and wind (WD) power generation. Harmonic LF in electrical distribution network has been analyzed using a fuzzy-based Monte Carlo simulation technique has been developed by Šoši´c et al. [30] in order to identify the weak zones of the network leading to power quality problems. PLF of unbalanced power in a DS using a point estimate method has been developed and analyzed by Delgado and Domínguez-Navarro [31], considering penetration of PV and WD sources. A new, simple and efficient LF algorithm for weakly meshed DS has been presented by Li et al. [32], using power flow variables as active and reactive powers. Ruiz-Rodriguez et al. [33] developed a hybrid modified algorithm combining jumping frog and PSO (JFPSO) and PLF in three phase network based on the MC simulation for reducing voltage unbalance in DS with PV generators. A PLF for DS with uncertain PV generation has been presented by Kabir et al. [34] using Latin Hypercube Sampling with Cholesky Decomposition (LHS-CD) in order to quantify the overvoltage issues. Voltage stability analysis of unbalanced DS has been performed by Abdel-Akher [35] using backward/forward (BF) sweep LF analysis method with secant predictor. PLF for three phase networks using binary SFLA with technical constraints has been proposed by Gomez-Gonzalez et al. [36] which handled the voltage regulation problem of a PV-connected grid within a small number of iterations. Khan et al. [37] proposed a novel LF algorithm for different radial DS which employs only three recursive equations devoid of any complex parameters and it proved to be computationally efficient and faster than other existing methods. Kocar et al. [38] tested and compared three LF solution algorithms using the modified-augmented- nodal-analysis (MANA) formulation on IEEE 8500-node distribution test feeder by means of a regulator tap-control strategy. A PLF-based approach regarding the effects of RES on the voltage quality in a DS has been proposed by Sexauer and Mohagheghi [39].



4 Impact of Renewable Energy on Distribution System 4.1 Renewable Energy—An Alternative for a Clean and Reliable Distribution System Fossil fuel based power generation became a practice for hundreds of years. The environmental hazards related to emissions, especially CO2 , from a conventional power plant are increasing day by day. Customers and utilities have widely accepted
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clean and green renewable energy based generators viz., WT, PV system and fuelcells, among others as alternate sources of energy. Distributed Generation (DG) based on renewable energy is one of the most promising solutions to the problem of high greenhouse gas emissions and research efforts across the globe are being put into this topic. But for its successful implementation, a number of challenges need to be faced. As a DS is passive, allocating a DG to it means addition of a new dynamic element to the system which needs to undergo a stability analysis. Integration of renewable distributed energy resources (DER) has the ability to affect the operation of DS by affecting the equipment reliability and customer power quality. To increase reliability, Battery Energy Storage Systems (BESS) are incorporated to the distribution network to mitigate the intermittent nature of renewable energy generation. The impact of renewable energy on DS has been a preferred area of research these years.



4.2 A Review on Renewable Energy Based Distribution Systems Abdullah et al. [40] worked on the integration of distribution network with renewable DG which revealed the influence power output from renewable energy based generators on time varying load demand. Self-consumption and storage of power by consumers generated from PV micro grid are best means to keep the voltage levels within specified limits as suggested by Camilo et al. [41]. Optimal allocation of renewable energy based DGs in unbalanced IEEE 37-node feeder DS using Big Bang- Big crunch method has been tested by Abdelaziz et al. [42]. Kayal and Chanda [43] proposed integration of photovoltaic (PV) array, wind turbine (WT) and capacitor bank in distribution network, a sustainable way to meet the ever increasing load demand. A novel dynamic energy management strategy in integrating large-scale renewable energy sources (RES) with the distribution network has been developed by Lv and Ai [44]. The benefits of customers correlated with harvesting of renewable energy has been shown through a multi-level optimization approach for DS planning by Zeng et al. [45]. Jiang et al. [46] proposed a synchrophasor based auxiliary controller to increase voltage stability of a DS with distributed WT generators. Optimal scheduling of renewable energy integrated distribution network for BESS operation with plug in electric vehicles (PEV) have been shown by Yang et al. [47], in order to minimize active power loss, voltage fluctuation and cost of electricity. A novel stochastic programming model for active and reactive power scheduling in DS with renewable energy resources and their influence on the daily Volt/Var control (VVC) is presented by Samimi and Kazemi [48]. A novel hybrid approach to allocate RES in DS is proposed by Singh and Parida [49] and it has been demonstrated on 15-node radial DS and 69-node mesh DS. Reconfiguration problem of distribution network has been investigated by Taghi et al. [50] to improve power quality, reliability and reduce power loss by placement of solar-cell and wind turbine. Fluctuations in the magnitude of voltages at different nodes in the DS with RES have been predicted



A Comprehensive Review on Distribution System



139



by a mathematical model developed by Iyer et al. [51]. An interval optimization based day-ahead scheduling scheme for RE management considering renewable RE uncertainties in smart DS has been presented by Chen et al. [52] and it has been tested on 33-node and 119-node systems resulting in lower active power losses and improved voltage profile. The effects of EV with vehicle to grid connectivity capability on renewable energy integrated distribution have been analyzed by Fathabadi [53]. Nijhuis et al. [54] have shown the impacts of the renewable energy and ICT driven energy transition on distribution networks and it made the energy system to be more sustainable. Tsiftsis et al. [55] suggested that the efficiency of power distribution network (PDN) can be enhanced by deployment of wireless sensor network in dispersed RES.



5 Effect of Demand Response on Distribution System 5.1 Demand Response and Its Objective DR, an outcome of demand side management (DSM), is the change in power consumption of an electric utility customer to match power demand with supply. It is not possible to throttle the power output from the supply-side like taking generating units on/off-line or importing power from other utilities at all times due to time consumption and high expense. The main objective of DR is to manage the load side demand meticulously instead of changing the supply side power level. Utilities may send signal to the customers to cut out some of the unnecessary load during peak load hours in a number of ways like making the per unit cost of electricity cheaper in the off peak load hours than the peak load hours or by smart metering through which explicit requests or price change are intimated to the customers. In a broader sense, DR encourages the electricity customers to shift their electricity usage pattern during the peak load hours or power crisis.



5.2 A Review on Performance of Distribution System with Demand Response Nunna and Doolla [56] presented an agent based intelligent management system to facilitate power trading among micro grids and encourage customers to participate in DR. An analytical study is reported by Homaee et al. [57] to show the impact of DR on voltages profile of DS. Zeng et al. [58] presented an integrated methodology that accounts renewable DG and DR as options for clean and sustainable planning of distribution network. A novel voltage sensitivity matrix based voltage control in a real time environment using DR in an automated DS has been presented by Zakariazadeh et al. [59]. Venkatesan et al. [60] proposed a model for DR by utilizing
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consumer levels of rationality and behavior for different scenarios and applied it to IEEE 8500-node test feeder resulting in improvement of voltage profile. Degefa et al. [61] showed how DR can be an integral part for smart grid planning in terms of reliability, contingency and improvement of voltage profile. Williams et al. [62] have designed a self-regulating, smart, wind power integrated DS where the LF fluctuations are controlled by self-regulating air-source heat pump (HP) cycling. Mistry and Roy [63] presented the combined effects of DR program, wind generator, as a renewable energy source and network reconfiguration on distribution network.



6 Conclusion In this paper, research in the last few years on four topics on DS has been presented namely distribution network reconfiguration, LF techniques, integration of renewable energy based generators with or without BESS and effect of DR on DS. It is very important for a researcher to know the fore mentioned areas of DS, willing to carry out research in this field. The research works presented above aimed at analysis and/or improvement of voltage profile, efficiency, reliability and contingency of a DS. These parameters are performance indicators of a DS which needs to be improved so that transmitted power can reach to the consumer end both safely and efficiently in a cleaner way.
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Nomenclature Fi (Pi ) E i (Pi ) Pi N ai , bi , ci , di , ei αi , βi , γi Pimin Pimax PD PL Bi j PN Mi



Fuel cost function Emission cost function Output power of generator i Number of generators Cost coefficients of unit i Emission cost co-efficient Minimum operating limits of generator i Maximum operating limits of generator i Load demand Transmission losses Transmission loss co-efficient Output of Nth generator Change in movement due to induction
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Xi Di Mimax αi ωn MiPrevious Vf ωx βi X iPrevious R Dmax σ TV UL and LL
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Foraging action Random diffusion of each individual The maximum is induced speed Swarm density effect Inertia weight Previous induced speed Foraging speed Inertia weight of the foraging motion Current food location Previous speed Maximum diffusion speed Random directional vector Total number of the variables Upper limit and the lower limit of the individual



1 Introduction In electrical engineering mainly in power system many real life optimal problem are flattering very complex and difficult. It is very time consuming to solve these problems using conventional iterative techniques. But time cost is very important. That’s why a new optimization technique i.e. krill herd algorithm is required to solve complex optimal problem like economic load dispatch (ELD) and economic emission load dispatch (EELD). The cost function of economic load dispatch is represented by quadratic function. To find minimum fuel cost lambda iteration method is used in [1]. Problems of economic load dispatch including transmission losses are solved using dynamic programming method [2]. Basu proposed optimization technique based on artificial bee colony for solving ED problem including transmission losses, multiple fuels etc. [3]. Teaching learning based optimization technique is newly developed population based algorithm based on relationship between teacher and learners in a class [4, 5]. It has the ability to obtain convergence characteristics in relatively faster computation time to genetic algorithms [6], particle swarm optimization techniques (PSO) [7] and artificial bee colony (ABC) [8]. A new modified particle swarm optimization technique has been proposed to solve EELD problem in [9]. Gaurav Prasad et al. [10] proposed artificial bee colony optimization to solve ELD problem with considering generator constraints. It does not include emission dispatch problem. Y. Sonmez et al. [11] presented the same optimization techniques to solve the multi-EELD problem by the penalty factor approach. In [12] also, same algorithm regarding clonal selection is proposed to find the solution of DED problem for generating units with VPL effect. A new optimization technique ABC-PSO has been proposed to solve combined EELD problem in [13].
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A modified teaching learning based optimization techniques based on bare bones has been proposed to solve minimization algebraic problem in [14]. KH algorithm is proposed in this paper with various constraints. Here transmission losses are not included. Section 2 describes overview of EELD problem, Sect. 3 discusses KH and TLBO technique, Sect. 4 discuss the steps of implementation of KH on EELD problems, Sect. 5 presents the result done by simulation and Sect. 6 presents the conclusion of this paper.



2 Overview of Economic Emission Load Dispatch Problems A. Fuel and Emission Cost Function The objective of EELD is to minimize fuel and emission cost satisfying load demand. The cost function of EELD is quadratic nature. It is indicated by equation no. 1. Fi (Pi )  ai Pi2 + bi Pi + ci E i (Pi ) 



αi Pi2



+ βi Pi + γi + ηi ∗ exp(δi ∗ Pi )



(1) (2)



Min · [Fi (Pi ) + E i (Pi )] B. Constraints ELD has many constraints. It has two types (I) Constraints described by equality nature (II) Constraints described by inequality nature. (I) Constraints with equality The generated power of each generator should be equals to summation of load demand and transmission losses. N 



Pi (t)  Load Demand + T ransmission Losses



(3)



i1



(II) Constraints with inequality The generator’s output should operate in operating bounds. Pimin ≤ Pi ≤ Pimax Here Pimin and Pimax are the min and max operating limits of generator i. C. VPL (valve point loading) effect on ELD



(4)
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The effect of VPL on ELD is non-linear. When load is changed, the cost equation of ELD is represented in (5). F  min  min



 N  i1  N 



 Fi (Pi ) ai Pi2



       + bi Pi + ci + ei ∗ sin f i ∗ Pimin − Pi 



 (5)



i1



where ai , bi , ci , di , ei are the cost coefficients of unit i. Pimin Minimum generated power of unit i.



3 Overview of Krill Herd Algorithm and Teaching Learning Based Optimization Algorithm • Krill Herd Algorithm In Krill herd (KH) algorithm the objective is the higher population size of the krill individual and searching process of food i.e. higher krill density which means that to achieve higher food density that leads to the optimal solution. The fitness function of each krill individual is defined as its distances from food and highest density of the swarm. Three essential actions considered to determine the time-dependent position of an individual krill are (i) movement induced by other krill individuals, (ii) foraging activity, and (iii) random diffusion. i. Initialization Reduction in the population size from the food location because of predator attack affects the objective value, this step is termed as initialization process. Position of each individual depends upon three function viz. (i) change in movement due to induction. (ii) Foraging action (iii) diffusion. So, in the n- dimensional space the Lagrangian model is defined as dyi  Mi + X i + Di dx



(6)



ii. Change In Movement Due To The Induction Due to other individual effect each individual try to keep optimal density. The direction is effected by local population size, target population size and repulsive population size. Thus, for each individual it is given as: MiCurr ent  Mimax αi + ωn Mi



pr evious



iii. Foraging Motion



(7)
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It is obtained by the mean of two parameters. Optimal solution position and the previous result i.e. X f  V f βisolution + ωx X iPrevious



(8)



R Di  R Dmax σ



(9)



iv. Random Diffusion It is given as



v. Movement Process Using the result obtained from the different parameters, the position vector is given as: Z t (t + t)  Z i (t) + t



dz i dt



(10)



vi. Crossover Operators In this operation the gene of an individual at next process is produced from the previous one i.e. in this operation the gene of an individual at next process is produced from the previous one i.e. ⎧ ⎨ Z G i f random number < C R ji Z iG+1  (11) ⎩ Z G+1 else i vii. Mutation Operation Mutation operators is given as Z t  {Z best + μ(Z 1 − Z m ); i f random number < Mμ else Zt  Zt



(12)



• Teaching Learning Based Optimization Algorithm In TLBO, population is randomly initialized within their limits. TLBO is separated also two parts. i. Teacher Phase ii. Learner Phase i. Teacher Phase The mean parameter of each subject of the learners in the class at generation g is given as 



g g g g (13) M g  m1 , m2 , . . . , m j , . . . , m D
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To get a new population set of learners a vector is formed using (14)   g g g X newi  X i + rand X T eacher − TF ∗ M g



(14)



TF is the teaching factor. Value can be either 1 or 2. g g g If X newi is found to be better than X i in generation g, than it replaces on X i g otherwise it remains X i . ii. Learner Phase In learner phase the students can increase their knowledge by interaction of stug dents or sharing their knowledge. For a learner X i , randomly select another learner g X r as i  r . To set a new vector in learner phase Eqs. (15) and (16) is to be understood.  g   g g g X newi  X i + rand ∗ X i − X rg i f f X i <  g  g g g X newi  X i + rand ∗ X rg − X i i f f X i >



  f X rg   f X rg



(15) (16)



When the stopping criteria is satisfied and means after completion of all iteration, optimum result is got.



4 Implementation of KH Algorithm to Economic-Emission Load Dispatch Problem The steps are following 1. Initialize the Fitness Function i.e. Total cost function from the individual cost function of the various generating stations. 2. Input the Fuel cost Functions, MW limits of the generating units and the total power demand. 3. Perform change in movement due to induction when indicates minimum fuel cost. 4. Calculate mean of two parameters. 5. Movement process also is performed. For each vector of active power the value of the fitness function is calculated. 6. Crossover and mutation operation is performed. 7. By comparing two vectors new initialized vectors are formed. 8. When the stopping criteria that means when MAXIT iteration is completed, then the algorithm is stop.
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5 Simulation Results with Discussions The KH and TLBO algorithm has been applied on two cases. Case one is 6 unit systems [9] and case two is 10 unit systems [13]. MATLAB 7.01 is used for develop the program for obtaining the results. Case 1: System including six generators (6 unit system) The proposed two algorithm i.e. KH and TLBO has been applied on six unit systems. The coefficients of costs and limits of power generation are taken from [9]. Here emission is considered. Power generation limits are also included. Table 1 shows the solution of conventional ELD i.e. optimal power allocation for finding minimum fuel cost using KH and TLBO compared with PSO [9] shows the better convergence characteristics in proposed algorithms. The optimal allocation of generators for getting minimum emission cost is shown in Table 2. The graph between no. of iterations and fuel cost in $/hr for load of 700 MW using KH and TLBO algorithm is shown in Figs. 1 and 2 respectively. The graph between no. of iterations and emission cost in $/hr for load of 700 MW using KH and TLBO algorithm is shown in Figs. 3 and 4 respectively.



Table 1 Optimal allocation of power corresponding minimum fuel cost for 6 generator system for (700 MW) load demand Power output KH TLBO PSO [9] P1(MW)



20.9519



10.3888



30.712



P2(MW)



12.9622



15.8524



18.681



P3(MW)



102.6855



146.2914



130.568



P4(MW)



108.4169



154.3727



134.288



P5(MW)



249.4204



275.0659



206.088



P6(MW)



205.5631



298.0289



198.252



Fuel cost($/hr)



36,022



45,553



1663066.3



Table 2 Optimal allocation of power corresponding minimum combined cost for 6 generator system for (700 MW) load demand Power output KH TLBO PSO [9] P1(MW)



78.7743



44.5437



P2(MW)



65.1203



92.2446



80.3178 83.4732



P3(MW)



112.0194



104.3898



111.0704



P4(MW)



109.7429



115.9925



116.6904



P5(MW)



164.1777



172.3243



157.919



P6(MW)



170.1654



170.5051



167.0772



Emission cost ($/hr.)



422.2757



425.0248



432.048
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Fig. 1 Convergence characteristics of fuel cost versus iteration for six unit systems using KH algorithm
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Fig. 2 Convergence characteristics of fuel cost versus iteration for six unit systems using TLBO
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Case 2: System including ten generators (10 unit system) The proposed two algorithm i.e. KH algorithm and TLBO has been applied on ten unit systems. The coefficients of costs and limits of power generation are taken from [13]. Here valve point loading effects and emission is considered. Power generation limits are also included. Table 3 shows the solution of combined EELD i.e. optimal power allocation for finding minimum fuel and emission cost. The graph between no. of iterations and cost in $/hr for load of 2000 MW using KH and TLBO algorithm is shown in Figs. 5 and 6 respectively.
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Fig. 3 Convergence characteristics of emission cost versus iteration for six unit systems using KH algorithm
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Fig. 4 Convergence characteristics of emission cost versus iteration for six unit systems using TLBO
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6 Conclusion The proposed optimization techniques based on interaction of teacher and students i.e. KH and TLBO algorithm has been successfully applied on linear and nonlinear economic emission load dispatch problems. Here transmission losses are not included. The obtained results from proposed algorithms have better convergence characteristics compared to other optimization techniques. So in a word it is very efficient population based method to find optimum results in EELD problems.
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Table 3 Optimal allocation of power corresponding minimum fuel cost for 10 generator system for (2000 MW) load demand Unit power KH TLBO ABC_PSO DE [15] NSGA-II SPEA-2 output [13] [15] [15] P1 (M W )



41.5470



30.8835



55



54.9487



51.9515



P2 (M W )



73.7694



79.2830



80



74.5821



67.2584



52.9761 72.813



P3 (M W )



111.4648



96.6791



81.14



79.4294



73.6879



78.1128



P4 (M W )



71.1654



130.0000



84.216



80.6875



91.3554



83.6088



P5 (M W )



76.0255



103.0483



138.3377



136.8551



134.0522



137.2432



P6 (M W )



88.1139



70.000



167.5086



172.6393



174.9504



172.9188



P7 (M W )



293.9184



297.4562



296.8338



283.8233



289.435



287.2023



P8 (M W )



335.9943



294.0677



311.5824



316.3407



314.0556



326.4023



P9 (M W )



466.2090



436.3312



420.3363



448.5923



455.6978



448.8814



P10 (M W )



441.7923



462.2510



449.1598



436.4287



431.8054



423.9025



Fuel cost($/h)



108,470



109,880



113,420



113,480



113,540



113,520



Emission cost (1b/h)



5785.3



945.6188



4120.1



4124.9



4130.2



4109.1
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Fig. 5 Convergence behavior of fuel cost and iteration of ten unit systems of load demand 2000 MW with VPL effect using KH algorithm
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Classification of Crossover Faults and Determining Their Location in a Double Circuit Power Transmission System with Multiple Sources Nabamita Roy



1 Introduction Faults in overhead transmission lines are more likely to happen due to lightning, falling trees and insulators breakdown. The electrical power is transmitted either by single circuit system or double circuit system. Short circuit faults are quite common and in a double circuit system there remains a scope of crossover short-circuit in which two phases of different circuits are involved. Identification of such faults and determining their location is a challenging task. A scheme of determination of fault location for a double circuit compensated transmission lines has been proposed in [1] where the location has been estimated by using Discrete Wavelet Transform (DWT) and KNN with less than 1% error. A new approach of fault classification has been presented in [2] for EHV transmission lines using Rough Membership Neural network (RMNN). DWT has been used for feature extraction and a comparative analysis has been shown between RMNN and BPNN to establish that RMNN is faster and more accurate than BPNN as a classifier. The fault location has not been determined here. A hybrid method of ANN and DWT has been suggested in [3] for identification of faulty section and obtaining its location in a distribution network. The proposed method in this paper has been tested on a IEEE system but the effect of noise on the features extracted has not been discussed here. The paper [4] proposes an approach by combining independent component analysis (ICA) with travelling wave (TW) theory and Support Vector Machine (SVM) for fault analysis of HV Transmission lines. This method gives better performance in presence of noise. A new technique for fault location on transmission lines using only voltage measurements obtained from Wide Area Measurement Systems (WAMS) and the N. Roy (B) Electrical Engineering Department, MCKV Institute of Engineering, Liluah, Howrah, West Bengal, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_14
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network bus admittance matrix has been reported in [5]. Fault classification has also been included in this paper using the same technique. In [6] inter-circuit shunt faults and cross-country faults in a double circuit system have been identified and classified using DWT and SVM. In this paper, the method of determining fault location and the effect of noise has not been discussed. A hybrid framework has been designed in [7] for classifying and locating short circuit faults in power transmission lines and this framework consists of a proposed two-stage finite impulse response (FIR) filter, four support vector machines (SVMs), and eleven support vector regressions (SVRs). SVM has been also applied in [8] for fault classification in a long transmission line in which the features have been selected using wavelet packet transform. In this paper, a method is proposed for identification of the type of fault and obtaining its corresponding location in a double circuit system. ANN has been involved here in which PNN is used for fault classification and BPNN for obtaining the fault location. The input features of both the PNN and BPNN have been obtained from DST of the current signals measured at any one terminal of the network. All the faults have been simulated in MATLAB environment. The scope of this paper is limited to the simulation of only double line short—circuit faults. The rest of the paper is organized as follows. The simulation of faults in a double circuit network is described in Sect. 2. DST is briefly discussed in Sect. 3. The features needed for fault analysis and the method of regression applied on the features have been described in Sect. 4. Section 5 explains the method of fault classification and obtaining its location. The effect of noise has also been studied in this section.



2 Simulation of Faults and the System Under Study A 400 kV, 50 Hz, 3-phase double circuit power system network is simulated using the Simpower Toolbox of MATLAB-7 and is shown in Fig. 1. The length of each transmission line is 300 km. The double circuit network has similar sources at both its ends. System parameters: Generator 1, 2: Voltage  400 kV, Impedance of generator  (0.2 + j4.49) , X/R ratio  22.45.



Fig. 1 Single line diagram of three phase double circuit network
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Each Transmission Line: Length  300 km, R1  0.02336 /km, R2  0.02336 /km, R0  0.38848 /km, L1  0.95106 mH/km, L2  0.95106 mH/km, L0  3.25083 mH/km, C1  12.37 nF/km, C2  12.37 nF/km, C0  8.45 nF/km. All the signals have been simulated with a sampling time of 78.28 µs. The time period of simulation in MATLAB has been taken up to 0.04 s. The sampling frequency is 12.8 kHz. Crossover two phase short-circuit faults have been simulated in the following way as given below: Double Line (L-L) Faults: A1 A2 : Phase A of Line 1, A1 shorted to phase A of line 2, A2 A1 B2 : Phase A1 of Line 1, A1 shorted to phase B of line 2, B2 A1 C2 : Phase A1 of Line 1, A1 shorted to phase C of line 2, C2 B1 A2 : Phase B1 of Line 1, B1 shorted to phase A of line 2, B2 B1 B2 : Phase B1 of Line 1, B1 shorted to phase B of line 2, B2 B1 C2 : Phase B1 of Line 1, B1 shorted to phase C of line 2, C2 C1 A2 : Phase C of Line 1, C1 shorted to phase A of line 2, A2 C1 B2 : Phase C of Line 1, C1 shorted to phase B of line 2, B2 C1 C2 : Phase C of Line 1, C1 shorted to phase C of line 2, C2 All the faults have been initiated at 19 different locations starting from B1, each being 10 km apart. The fault resistances considered for the simulation are from the range of 0–100 in steps of 20. Fault inception angle is considered to be 0°. The total number of fault simulations made in this system is 9 × 19 × 6  1026.



3 Discrete S-Transform (DST) An electrical signal h(t) can be expressed in discrete form as h(kT), k  0, 1, …, N − 1 and T is the sampling time interval, [9, 10]. The discrete Fourier transform of h(kT) is obtained as, H



N −1  n  1  −i2πk  h(kT )e N NT N k1



(1)



where n  0, 1, …, N − 1. Using (4), the ST of a discrete time series is obtained by letting f → n/N T and τ → j T as N −1  n   m + n   G(m, n)ei2πm j/N H S j T, NT N T m0



and G(m, n)  e−2π N − 1.



2



m 2 /n 2



(2)



, n  0 where j, m  0, 1, 2, …, N − 1 and n  1, 2, …,
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A complex matrix (S-matrix) is produced from Eq. (2). The rows of the matrix represent frequencies and the columns signify times. The absolute value of the Smatrix gives the amplitude of the ST spectrum. Hence, each column of the matrix can be considered as the local spectrum at any point and time. The amplitude of the signal at different frequency resolutions remains unaffected in the matrix. DST of a given signal provides the privilege of obtaining both the amplitude and phase informations at any point of time and at any frequency. These informations remain almost unaffected in presence of noise. Hence, in the present paper DST has been used for feature extraction. However, only the amplitude matrix has been used here for obtaining the features.



4 Feature Extraction from the S-Matrix and Regression The waveforms of the current signals measured at the busbar B1 after simulation in Fig. 1 have been shown in Figs. 2 and 3 respectively. The Fig. 4 shows the plot of magnitude of a parameter XB1totalphA with respect to time which has been obtained from S-matrix of a current signal corresponding to a A1 B2 fault occurring at a distance 100 km from B1 and B2. XB1totalphA has been calculated by summing up each column of S-matrix. The feature XareaB1 has been obtained by calculating the area under the curve plotted in Fig. 4. The other feature XreaB2 has been obtained in a similar way. The variation of feature XareaB1 at different fault locations has been shown in Fig. 5. The curves of Fig. 5 demonstrate an irregular pattern of the feature XareaB1



Fig. 2 Current waveforms of the three phases A1 , B1 , C1 for a A1 B2 type of fault at 100 km from B1 with RF  0  and fault inception angle  0°
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Fig. 3 Current waveforms of the three phases A2 , B2 , C2 for a A1 B2 type of fault at 100 km from B1 with RF  0  and fault inception angle  0°



Fig. 4 Profile of magnitude of the parameter XB1 totalphA



with respect to distance of fault location. It is difficult to get a satisfactory result if such features are used for training a neural network. Henceforth, polynomial regression has been adopted to obtain a suitable pattern of the features that can be trained by a neural network to produce satisfactory results.
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Fig. 5 Profile of the change in magnitude of the feature XareaB1 for different fault locations



4.1 Polynomial Regression In case of Linear Regression Models, polynomial models represent a special case of the linear models. Polynomial models are simple. They have the ability and familiarity in their properties in following the data trends with reasonable flexibility. These models are unaffected by any changes in the location and scale of the data. The model should be selected in such a way that it should provide simple description of overall data trends and make reasonably accurate predictions. In the present work, polynomial regression is applied on the features XareaB1 and XareaB2 by programming in MATLAB. The profiles of the features after regression have been shown in Figs. 6 and 7 respectively. From Figs. 6 and 7 it is evident that after regression the features XareaB1 and XareaB2 follow a regular pattern with change in fault location and the regressed features can be conveniently used for training a neural network to obtain an acceptable output from an unknown input parameter.



5 Fault Classification and Determination of Fault Location Different ANN architectures are suitable for a varied range of tasks. Selection of a particular network depends on the type of problem. PNN is widely used for the task of classification. In the present work, PNN has been used for fault classification. The architecture of the PNN used for fault classification involves two hidden layers. The working function of the first hidden layer is radial basis transfer function, and
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Fig. 6 Profile of the change in magnitude of the feature XareaB1 after regression



Fig. 7 Profile of the change in magnitude of the feature XareaB2 after regression



that of the second hidden layer is competitive transfer function, [11]. PNN has many advantages. Its training process is fast and it has an inbuilt parallel structure that has the highest scope of converging to an optimal classifier as the dimension of the representative training set enhances. There is a huge scope of adding or removing the training samples without involving vigorous retraining of PNN.
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BPNN is relatively suitable for function approximation problems. The network is trained by input vectors and the corresponding target vectors until a function is approximated. Standard backpropagation is based on Widrow-Hoff learning rule [12] which is a gradient descent algorithm. The term backpropagation means the way in which the gradient is calculated for nonlinear multilayer networks. Reasonably satisfactory answers are obtained from a properly trained backpropagation network when unknown inputs are given to it. The unknown input features should be similar to the input vectors used for training so that the output feature obtained from a BPNN corresponding to the new input feature is quite close to the correct output. In this way, BPNN is generalised to be trained on a representative set of input/target pairs to produce satisfactory results without the need for training on all possible input/output pairs.



5.1 Fault Classification The features XareaB1 and XareaB2 of the six phases have been used as input parameters. The regressed features of 10 current signals of each phase are used for training and the rest are used for testing purpose. The output of the PNN is summarised in Table 1. The average of correct predictions is 98.7%.



5.2 Determination of Fault Location The fault location has been obtained from a BPNN. The BPNN in this paper is a 2-layer feed-forward network which consists of only one hidden layer and an output layer. The input layer consists of the input vector. In this paper, the elements of the



Table 1 Results of fault classification from the PNN Type of fault PNN output



% of correct predictions



A1 A2



1



97.8



A1 B2



2



98.9



A1 C2



3



98.5



B1 A2



4



97.6



B1 B2



5



99.5



B1 C2



6



98.7



C1 C2



7



98.5



C1 B2



8



98.6



C1 A2



9



99.6



10



99.6



No fault
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Table 2 Fault location in case of A1 B2 type of fault with fault resistance, RF  0  Actual fault location (km) BPNN output (km) % error 20 40 60 80 100 120 140 160 180 200 220 240 260 280



21.23 39.36 60.34 81.87 102.69 120.46 140.58 159.49 180.85 200.10 220.57 241.36 259.06 281.53



1.59 −1.60 0.57 2.34 2.69 0.38 0.42 −0.32 0.47 0.05 0.26 0.57 −0.36 0.55



input vector are the features of 10 current signals obtained from DST. The number of neurons for the hidden layer is taken to be 100 and the transfer function used is Tan-Sigmoid. Only one neuron has been used for the output layer and the transfer function used is Purelin. The BPNN architecture has been initially tested with 60, 80, 100 and 120 neurons. It was observed that the selection of 100 neurons gives the output with satisfactory accuracy and speed. If the number of neurons is lesser than 100 then the accuracy is affected and if the number is greater than 100 then the speed of convergence of training becomes higher with a small improvement in the accuracy. Once the short-circuited phases have been identified from the PNN either the parameter XareaB1 or XareaB2 of any one of the faulty phases has been used as the input feature. In case of A1 B2 type of fault, the features XareaB1 obtained corresponding to phase A1 for different fault locations has been used for training the BPNN. The features of 10 current signals have been used for training and the rest are used for testing purpose. Levenberg–Marquardt (LM) algorithm has been used for training the BPNN. The percentage error is calculated during estimation of fault location as shown in Table 2 and according to Eq. (3). Table 2 show the results of fault location obtained from the BPNN in case of a A1 B2 type of fault. B P N N out put − Actual Fault Location × 100 Actual Fault Location



(3)



From Fig. 8 it is evident that within 4 epochs convergence is reached and the result is obtained fast corresponding to a new input parameter. The maximum error achieved in determination of fault location is 2.69%.
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Fig. 8 Training of BPNN for obtaining fault location by LM method



5.3 Implementation of Noisy Signals The current signals obtained at the Bus B1 from simulation have been impregnated with 20 dB white Gaussian noise by programming in MATLAB. As an illustration, the magnitude of the feature XareaB1 has been calculated for noisy current signals and the same has been plotted with respect to the signals without noise as shown in Fig. 9. The type of fault considered in Fig. 9 is A1 B2 with fault resistance being 0 . The results of classification and estimation of fault location have been given in Tables 3 and 4. The average of correct classifications from PNN is 98.6% and the maximum error achieved in obtaining fault location is 4.62%.



6 Conclusion The selection of features is an important part that determines how effectively and accurately the faults can be classified. In this paper, only the current signals of one terminal of the network have been used for extracting features. Six features are needed for the six lines to identify the affected phases from PNN. Only one feature of the affected phase is needed for obtaining fault location from the BPNN. The technique of regression applied on the features obtained from S-matrix has produced quite accurate and fast results. The faults have been simulated at different locations with variation in fault resistance. The effect of noise has also been studied. The average
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Fig. 9 Magnitude of the regressed feature XareaB1 for noisy signals and signals without noise Table 3 Results of fault classification from the PNN with noisy current signals Type of fault PNN output % of correct predictions A1 A2



1



97.7



A1 B2



2



98.7



A1 C2



3



98.9



B1 A2



4



97.7



B1 B2



5



99.4



B1 C2



6



98.6



C1 C2



7



98.3



C1 B2



8



98.4



C1 A2 No fault



9



99.5



10



99.5



percentage of correct classifications from the PNN is 98.7% without noise and 98.6% in presence of noise. The faults have been located by the BPNN with a maximum error of 2.69% without noise and 4.62% in presence of noise. The results indicate that the proposed method of fault classification and estimation of fault location can be effectively implemented for other systems as well. The present work can be further extended for the analysis of Line-Ground faults, Double-line Ground Faults and Three phase short-circuit faults in which phases of different circuits are also involved.
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Table 4 Fault location in case of A1 B2 type of fault with fault resistance, RF  0  Actual fault location (km) BPNN output (km) % error 20 40 60 80 100 120 140 160 180 200 220 240 260 280



19.82 39.87 62.77 81.56 98.96 119.56 141.22 160.56 179.45 203.56 223.55 240.88 262.87 279.76



−0.90 −0.33 4.62 1.95 −1.04 −0.37 0.87 0.35 −0.31 1.78 1.61 0.37 1.10 −0.09
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Optimal Value of Excitation of Self-excited Induction Generators by Simulated Annealing Writwik Balow, Arabinda Das, Amarnath Sanyal and Raju Basak



1 Introduction Generally generating stations are located far away from rural areas. Sometimes it may not be possible to deliver power to the rural areas, because of the distance and cost involved in generation and transmission. Researchers are currently giving stress on dispersed generation using alternative energy sources to generate energy at a cheap rate. Wind is found to be the best alternative among all the energy sources available in rural areas. The fuel cost is nil, however, the source is of variable energy. Under the circumstances, Induction Generator has been found to be the most effective machine used to generate energy while driven by wind turbine. Self-excited induction Generator shows better performance for generating energy from the renewable energy sources.
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When induction motor runs at super-synchronous speed i.e. at a negative slip, it is called an induction generator [1, 2]. In this mode, it converts mechanical energy of the wind turbine into electrical energy. In this case, reactive power is consumed by the motor instead of being generated as in a synchronous machine. While the machine is driven at super-synchronous speed, it starts delivering active power. The output variables like voltage, frequency, and load are highly influenced by the amount of excitation of the capacitor bank. There are two kinds of operations for a Squirrel cage induction generator. The generator running at super-synchronous speed may be connected to grid, or a capacitor bank may be connected in parallel with the system [3–5]. The configuration of Self-excited Induction Generator (SEIG) is shown in Fig. 1 and it is used to develop an objective function for excitation of the capacitor. A case study is made for four machines having rating 4, 7.5, 15, 37 kW whose excitation is optimized by the process of Simulated Annealing (SA). The final result has been presented graphically to show the variation in results.



2 Excitation of Self-excited Induction Generator (SEIG) Induction Generator is excited initially by residual magnetism of the core which feeds the capacitor bank—the voltage builds up as in a self-excited D.C generator. The Capacitor bank is connected in parallel with the system to supply the reactive power [6].



Fig. 1 Self-excited induction generator (SEIG) connected with load
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3 Simulated Annealing There are many types of optimization technique—the nature of the problem is also diverse. Sometimes it becomes quite difficult to choose the proper optimization scheme for a particular problem. The choice depends on the nature of the objective function. It is found that the excitation function of self excited induction generator is non-linear by nature [7, 8]. An attempt has been made for global search by Simulated Annealing within an area widened by lower and upper limits of variables. Choice of number of variables, number of generators, bounds of the variables, constraintfunctions etc. have been chosen step by step for SA and then with proper coding in Mat lab the function have been optimized. Flow Chart for algorithm is shown in Fig. 2. Annealing is a process used to crystallize metals. When a metal is strongly heated, the atoms reach high energy level and are set to motion. The cooling process helps the atoms to reach the equilibrium condition at minimum energy. The expression of probability is given by P (E)  e(−E/KT) , where T is temperature and K is Boltzmann’s constant. The function, which is to be optimized, is started with a high temperature and then it is slowly cooled down to its global optima. e(−E/KT) is calculated and a random number ‘r’ is generated between 0 and 1. If r ≤ e(−E/KT) then it is saved, otherwise discarded. Thereafter we move to the next step.



4 Variables Self-excited Induction Generator is largely influenced by its excitation—if it is not excited properly its output voltage cannot build up. Here three variables have been chosen and then the objective function (i.e. excitation of the capacitor) has been framed with these variables. Variables have been chosen in a way such that, they can governs the objective function i.e. load, frequency and speed. The variables are allowed to vary within a certain range—the range in p.u. is given below: x1  Load [0.5 ≤ x1 ≤ 1.3] x2  Frequency [1.3 ≤ x2 ≤ 1.6] x3  Speed [0.5 ≤ x3 ≤ 1.3] The output voltage is selected as inequality constraint: [gi (x) − x2 · k ≥ 0]



5 Objective Function The equivalent circuit of the Induction generator is shown in Fig. 3.
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A function is derived from the equivalent circuit and is taken as an objective function of excitation. Capacitive reactance is taken, which is to be optimized and expressed in terms of load resistance, output frequency and speed. The function can be expressed as: Minimize  [Ax1 x22 + Bx1 x2 ]/[C x1 + Dx2 (x2 − x3 ) + E]



Fig. 2 Flowchart



(1)
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Fig. 3 Equivalent circuit of induction generator



Generated Voltage is as follows: Vg  (1.6 − 0.36xm )x2



(2)



Three Variables are bound with their limits. Simulated Annealing is applied to reach the optimum, under the constraints, e.g. the output voltage should not be below a certain limit [9, 10]. Optimality is reached in about thousands of iterations. First hundred convergence data for 4 kW machine is shown in Fig. 4 and last thirty-six convergence data is shown in Table 1. 3



Convergence graph of SA for table given below
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Fig. 4 Graph of convergence
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Table 1 First 36 convergence data of the above graph No. F(x) No. F(x) 1 2 3 4 5 6 7 8 9 10 11 12



0.4869 0.4437 0.4194 0.419 0.4268 0.417 0.424 0.417 0.4134 0.4135 0.4134 0.4134



13 14 15 16 17 18 19 20 21 22 23 24



Table 2 Equivalent circuit parameters Machines RE Rr rating (kW) in p.u. 4.0 7.5 15 37



0.0351 0.0346 0.0201 0.0190



0.0348 0.0347 0.0206 0.0116



No.



F(x)



0.7596 0.7961 0.9895 0.8294 0.6782 0.668 0.7871 0.8031 0.8215 0.5242 0.6525 0.903



25 26 27 28 29 30 31 32 33 34 35 36



0.9002 0.6821 0.8132 0.4901 0.7673 0.8608 0.7977 0.36812 0.3683 0.36883 0.36883 0.36883



LLS



LLr



Lm



0.0458 0.0448 0.0291 0.0526



0.045 0.044 0.029 0.052



1.352 1.827 1.89 1.97



6 Case Study Four machines are taken for case study having ratings of 4, 7.5, 15 and 37 kW respectively. The parameters of the machines are shown in Table 2 and the constant of objective function is shown in Appendix. Optimal value of the excitation is determined by the method of simulated annealing for each machine with their corresponding value of the variables in p.u. Simulated annealing works well, as an optimizing tool, for global search within the search space created by the bounds of the variables [11, 12]. The optimality is reached through two thousand iterations without violating the constraints [13].



7 Conclusion The output parameters are shown in Table 3, which are capacitive reactance, and generated voltage per phase in p.u for different machines. Optimized results are obtained by varying three function variables namely, load (0.5–1.3 p.u), frequency
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Xc



Vg



0.3688 0.3500 0.4270 0.5779



1.782 1.720 1.680 1.620



(1.3–1.6 p.u) and speed (0.5–1.3 p.u) [14, 15]. The generated voltage is determined in each case by using Eq. (2). To show the variation of excitation and output voltage per phase, two graphs have been plotted and shown in Fig. 5 with different rating of the machine. The results for 4 kW machine give the minimum excitation of 0.3688 p.u. Figure 5 shows two lines, blue and red in colour. The red colour represents the variation of output voltage in p.u. against rating of the machines in kW*10 scale. The graph shows that output voltage firstly decreases and then almost remains constant with the machine rating. The blue line shows the variation of excitation in p.u. against rating, which is almost flat initially and then increases when the rating increases.



Fig. 5 Excitation and frequency with m/c rating for optimal excitation
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Appendix: Constants of Objective Function for 4 kW Machine A  0.1010604, B  −0.050717, C  0.03513, D  0.2564, E  0.001714, K  1.0642 p.u, Xm  1.35 p.u
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Different Setting of Unified Power Flow Controller (UPFC) and Its Effect on Performance of Distance Relay Rajib Sadhu and P. S. Bhowmik



1 Introduction For efficient power supply from generating station to load-centers with high reliability, inter-connection of grids is not solely sufficient to provide satisfactory transmission line capacity. Again the available capacity of the line is confined within a limit due to the cost of transmission, line losses and various other economic and environmental factors. These factors also restrict up-gradation of network by construction of new transmission lines. Thus to keep an optimum balance between quality and reliability of service, new technologies should be welcomed. Advancement in the field of Power Electronics and Semiconductor devices has made power engineers to propose FACTS (Flexible AC Transmission System) as an alternative solution. It will help in controlling power as well as enhance the usability of available and planned lines. Installation of FACTS devices adds more complexity to the network and also affects the performances of distance relay and other protective devices in the network. Under a fault condition, transients superimposed on the power frequency voltage and the current waveforms can significantly differ from a system without FACTS devices. The Unified Power Flow Controller is the most versatile FACTS device and it consists of two voltage source converters, using gate turn-off (GTO) thyristor valves. Out these converters, one is shunt type (STATCOM) and other is series type (SSSC), and they are connected through a common dc storage capacitor. SSSC provides the R. Sadhu (B) Department of Electrical Engineering, University Institute of Technology, Bardhaman, West Bengal, India e-mail: [email protected] P. S. Bhowmik Department of Electrical Engineering, National Institute of Technology, Durgapur, West Bengal, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_16
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main function of the UPFC by injecting an ac voltage with controllable magnitude and phase angle. This injected voltage can be considered essentially as a synchronous ac voltage source. The real and reactive power flow can be controlled by this type of arrangement. The basic function of STATCOM is to supply or absorb the real power demanded by SSSC at the common dc link. STATCOM can also generate or absorb controllable reactive power, if it is desired, and thereby it can provide independent shunt reactive compensation for the line [1]. Amongst some of the research work carried over impact of various FACTS device on distance relays, the study carried out in [2–6] shows the effect of STATCOM on distance relay under different fault conditions, fault locations and system configurations. The impacts of SSSC on measured impedance at relay point for different fault location are discussed in [7–9]. Zhou et al. in [10] have presented analytical and simulation results of the application of distance relays for the protection of transmission systems employing FACTS device such as the unified power flow controller (UPFC) and how the performance of distance relay influenced by the UPFC for single-phase-earth and phase-phase faults. Apparent impedance calculation procedure for digital distance relay of transmission line involving UPFC and its effects on the trip boundaries for the locations are observed in [11–15]. A new cross-differential protection algorithm for parallel transmission lines including UPFC in one of the lines is presented in [16]. Moravej et al. in [17] analyzes the distance relay performance during power swing conditions for an uncompensated and compensated transmission line with a UPFC. All the studies discussed so far clearly show that the performance of distance relays is greatly affected by STATCOM and SSSC operating simultaneously (UPFC) or individually. At the time of fault voltage and current injection of these devices will affect both the steady and transient components of voltage and current. For this apparent impedance of system without FACTS devices and with FACTS devices seen by a conventional distance relay will be different.



2 Proposed Model 2.1 Model of Transmission Line with UPFC An uncompensated 132 kV transmission line of a typical power system network is taken for simulation study, corresponding single line diagram of the model with VSC based FACTS device like UPFC is shown in the Fig. 1. Two 200 km parallel 132-kV transmission lines with two 6000-MVA short-circuit levels (SCLs) sources and the angle difference between them is 20°. The two lines have same line parameters. The line positive and negative sequence impedance is 0.0255 + j0.352 /km. The line zero sequence impedance is 0.3864 +
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Fig. 1 Single line diagram



j1.5556 /km. Shunt connected converter of UPFC named as STATCOM, it uses one 48-pulse voltage source converter which connects with two 2000 µF series DC capacitors. The shunt connected convert injects or consumes reactive power from the transmission line to regulate the voltage at the connecting point. The series part of UPFC or SSSC injects an almost sinusoidal voltage of variable magnitude and angle, in series with the transmission line to regulate the power flow through the transmission line.



2.2 STATCOM and SSSC Model Using 48-Pulse VSC Static synchronous compensators (STATCOM) using Multi-pulse converters generally based on elementary six-pulse GTO—VSC (gate turn off based voltage source converter). Practically, a quasi-harmonic 48-pulse (4 × 12pulse) configuration is used with the phase angle control algorithm employing proportional and integral (PI) control methodology with a phase displacement of 7.5º. It can be shown that the fundamental component of the output voltage of a quasi-48 pulse converter is given by. √ π  π  2 2 · Vdc cos cos (1) E 1,48  4 π 24 48 The harmonic component of order h is given by, √     hπ 2 2 hπ · V d c cos cos ; h  12k ± 1, k  1, 2, 3, . . . E h,48  4 π 24 48



(2)



It is observed that the DC bus (V dc ) is connected to the four 3-phase inverters. The four voltages generated by the inverters are applied to secondary windings of
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four zig-zag phase-shifting transformers connected in Wye (Y) or Delta (D). The four transformer primary windings are connected in series and the converter pulse patterns are phase shifted so that the four voltage fundamental components sum in phase on the primary side. Each 3-level inverter generates three square-wave voltages which can be +V dc , 0, −V dc . The duration of the +V dc or −V dc level can be adjusted between 0° and 180° by varying the conduction angle (σ ) of the Firing Pulse Generator. Each inverter uses a Three-Level Bridge block where specified power electronic devices are GTOs. Each leg of the inverter uses 3 ideal switches to obtain the 3 voltage levels (+V dc , 0, −V dc ). Except for the 23rd and 25th harmonics, this transformer arrangement neutralizes all odd harmonics up to the 45th harmonic. Y and D transformer secondary cancel harmonics 5 + 12n (5, 17, 29, 41, …) and 7 + 12n (7, 19, 31, 43, …). In addition, the 15° phase shift between the two groups of transformers allows cancellation of harmonics 11 + 24n (11, 35, …) and 13 + 24n (13, 37, …).Considering that all 3n harmonics are not transmitted by the transformers (delta and ungrounded Y), the first harmonics that are not cancelled by the transformers are therefore the 23rd, 25th, 47th and 49th harmonics. By choosing the appropriate conduction angle for the three-level inverter (σ  172.5°), the 23rd and 25th harmonics can be minimized. The first significant harmonics generated by the inverter will then be 47th and 49th. SSSC model employing 48-pluse GTO based VSC is same as STATCOM only change is there for variable amplitude of injected voltage conduction angle is not fixed.



2.3 Apparent Impedance Calculation for Distance Relay This calculation is generally based on symmetrical component transformation by the use of power frequency components of current and voltage signals, which is measured at relay point. In this calculation, certain assumptions are performed beforehand such as signal acquisition, pre-processing, and sequence component calculations. When a single phase to ground fault occurs on the transmission line and the distance between the fault point and the relay point is p × L, then at the time of fault the positive, negative and zero sequence networks of the system are as shown in Fig. 2. V1  I1 0.5Z 1 + Vi j1 + Il1 ( p − 0.5)Z 1 + R f I f 1



(3)



V2  I2 0.5Z 1 + Vi j2 + Il2 ( p − 0.5)Z 1 + R f I f 2



(4)



V0  I0 0.5Z 0 + Vi j0 + Il0 ( p − 0.5)Z 0 + R f I f 0



(5)



Il1  I1 + Ii j1



(6)



Il2  I2 + Ii j2



(7)



Il0  I0 + Ii j0



(8)
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Fig. 2 a Positive sequence network. b Negative sequence network. c Zero sequence network of the system from the relay location to fault



where, V 1 , V 2 , V 0 are the sequence phase voltages at the relay location. V ij1 , V ij2 , V ij0 are series sequence phase voltages injected by SSSC. I 1 , I 2 , I 0 are sequence phase currents at the relay location. I l1 , I l2 , I l0 are sequence phase currents in transmission line. I f1 , I f2 , I f0 are sequence fault currents. I ij1 , I ij2 , I ij0 are shunt sequence phase currents injected by SATCOM. Z 1 , Z 0 are sequence impedance of the transmission line. p is per-unit distance of a fault from the relay location. From above, the voltage at the relay point can be derived as V  p I Z 1 + p I0 (Z 0 − Z 1 ) + Iij ( p − 0.5)Z 1 + ( p − 0.5)Iij0 (Z 0 − Z 1 ) + Vi j + R f If (9) where, V  V1 + V2 + V0



(10)



I  I1 + I2 + I0



(11)



Iij  Ii j1 + Ii j2 + Iij0



(12)
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Vi j  Vi j1 + Vi j2 + Vi j0



(13)



In the transmission system without UPFC, for a single phase-to-ground fault, the apparent impedance of distance relay can be calculated using the equation Z



V I+



Z 0 −Z 1 Z1



× I0







V Ir



(14)



where, V , I phase voltage and current at relay point. I 0 is zero sequence phase current. I r is the relaying current. If this conventional distance relay is applied to the transmission system with UPFC, the apparent impedance seen by this relay can be expressed as, Z  p Z1 +



Iij p Ir (



− 0.5)Z 1 +



Ii j0 p Ir (



− 0.5)(Z 0 − Z 1 ) +



Vi j Ir



+



If Ir



Rf



(15)



In practice, one side of the shunt transformer is in delta connection, and thus there is no zero sequence current injected by STATCOM, so, I ij0  0, then the equation can be rewritten as Z  p Z1 +



Iij Vi j I f + Rf. ( p − 0.5)Z 1 + Ir Ir Ir



(16)



From the above, it is observed that the impact of UPFC on the apparent impedance, can be divided two parts; one results from the shunt current STATCOM and another is the impact of the series voltage injected by the SSSC; the last part of the apparent impedance is due to the fault resistance. Now, if the UPFC working as STATCOM only, the apparent impedance seen by relay is given by, In general, one side of shunt transformer has a delta connection, as a result there is no zero sequence current injected by STATCOM, so Iij0  0. So, the modified equation is Z  p Z1 +



Iij If Rf ( p − 0.5 Z 1 ) + Ir Ir



(17)



When solid single phase to ground fault occurs, then the equation become, Z  p Z1 +



Iij ( p − 0.5 Z 1 ) Ir



(18)



For SSSC, the apparent impedance seen by relay is given by, Z  p Z1 +



Vi j Ir



+



If Ir



Rf



(19)
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2.4 Relay Model The flowchart shown in Fig. 3 gives the procedure to calculate the apparent impedance for drawing apparent impedance trajectory. The relay point three phase current and voltage phasors are sent to current and potential transformers (CT and PT) respectively where they are scaled down to acceptable voltage levels for the subsequent process. ‘Signal Conditioner’ converts these signals into a form that can be converted to digital values. ‘Sample and Hold circuit’ samples time varying analog signals and holds the instantaneous sample values constant during conversion period of ‘Analog to Digital Converter’ (ADC). ADC converts these samples to equivalent numerical values and outputs in binary. In ‘Fourier Transform’, fast Fourier transform (FFT) is used to extract fundamental frequency components from the post-fault relaying signals and remove dc offset from signals. The output is used for ‘Apparent Impedance calculation’ Z. Real (R) and imaginary (X) components of Z are obtained and used for drawing apparent impedance trajectory.



3 Result Analysis Simulation is carried out with step length of 0.02 ms. A single phase to ground (SLG) fault is introduced at 150 km distance from source 1 in the second transmission line.



Fig. 3 Flowchart of distance relay



186



R. Sadhu and P. S. Bhowmik



The UPFC is connected between buses B1 and B2 and it can act in STATCOM, SSSC or UPFC mode. The distance relay is connected after bus BS .



3.1 Statcom Results UPFC is operated in STATCOM mode for voltage control with V ref = 1 pu. STATCOM adjusts the three phase voltages and currents in such a way that line voltage remains constant at 1 pu. Also during fault, the line voltages have remained close to Vref due to lagging current injection on healthy phases and leading current injection on faulty phase by the device, reducing voltages for higher current of healthy phases and increasing voltage for reduced current of faulty phase. In this manner it controls system voltage. Figure 4 shows when the system is working under no-load with STATCOM, the reactive power oscillates near zero axis with slight negative average value, employing STATCOM is exchanging reactive power to maintain constant voltage. During fault, the reactive power nearly doubles (80 MVAr) system reactive power (40 MVAr) indicating STATCOM lagging power injection to maintain line constant voltages. For introduction STATCOM two things happened. They are, 1. Voltage control—The voltage of the power system remains almost constant at 1.0 pu and phase displacement between all the buses is reduced. These things are observed even during fault.



Fig. 4 Reactive power injunction by STATCOM
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2. Reactive power control—Due to inclusion of STATCOM, at no fault system reactive power oscillates around uncompensated system no fault reactive power implying STATCOM power exchange to maintain constant line voltage. Also it injects extra power during fault to keep up bus voltage at reference value. From Figs. 5 and 6 it is observed that during fault, apparent resistance decreases and apparent reactance increases for STATCOM. The apparent resistance starts from higher value (~40 ohms) for STATCOM than uncompensated line (~30 ohms). Also apparent reactance steady value is greater (~60 ohms) from uncompensated system (~40 ohms). Figure 7 shows the apparent impedance trajectory of the uncompensated system and STATCOM compensated system and relay characteristics. Clearly, the really detects fault in case of uncompensated system but with STATCOM the R-X trajectory goes outside the circle, thereby under-reaching the relay and it does not trip. So with STATCOM, relay settings should be adjusted.



3.2 SSSC Results By selecting SSSC mode from UPFC settings (controlling series connected GTO converter) and choosing SSSC injected voltage V ij in p.u results show comparatively least effect than STATCOM in Figs. 5, 6 and 7 respectively.



Fig. 5 Apparent resistance trajectory
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Fig. 6 Apparent reactance trajectory



Fig. 7 Mho-relay characteristics and apparent impedance trajectory
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3.3 UPFC Results In UPFC mode by controlling both shunt and series connected GTO converters simultaneously and setting UPFC active power reference Pref and reactive power reference Qref in p.u within a given boundary, UPFC can control both active and reactive power flow also the voltage of the system. Figures 5 and 6 shows UPFC has more adverse effect on distance protection relay operation than STATCOM or SSSC. Also in Fig. 7 for UPFC, the impedance trajectory goes very much outside of the circle and relay under-reach occurs more.



4 Conclusion STATCOM, SSSC and UPFC always help to improve power system efficiency by controlling system current, voltage and power. Though they help the power system but they always have harmful effect on reliability of the distance protection schemes. STATCOM in voltage control mode, keep the bus voltage nearly constant by reducing the faulted phase current during fault. SSSC can transfer desired active power through the line under fault condition in voltage injection mode. Incorporation of UPFC with power (active and reactive) flow control, desired (within a limited range) active and reactive power can be transferred through line with medium varying system conditions (for faults reactive power becomes uncontrollable). As a result the apparent resistances for STATCOM and UPFC connected systems start from higher value than uncompensated system, for SSSC apparent resistance starts from nearly same value as in uncompensated system but attain slightly higher value than uncompensated system in steady state for STATCOM and SSSC, and very high value for UPFC. Apparent reactances for these compensated networks start from nearly same value as in uncompensated system but attain higher and very higher steady state values for STATCOM and UPFC respectively and more or less same value for SSSC. Within UPFC, STATCOM and it-self have greater effect on apparent resistance and reactance hence it is observed in impedance trajectory more than SSSC. Employment of these FACTS devices causes distance relay to under-reach in this study and the relay settings have to be reconsidered. The results thus obtained significantly show that the performance and characteristics of a distance relay under fault or normal conditions significantly depend upon the presence of FACTS devices, their type and control parameters setting. Hence, study of the effects of FACTS devices laid upon the performance of distance relays is of paramount importance for ensuring satisfactory and reliable operation of the system.
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1 Introduction In ever increasing power system scenario power transformer plays a vital role for proper and reliable operation of power system. Being one of the most important components of power system, power transformer needs adequate protection for its proper operation. When a transformer in unloaded or lightly loaded condition is connected to a power supply, then a large transient current may appear due to flux asymmetries and saturation in the core of the transformer which is known as inrush current [1]. Inrush current decays very fastly for few cycles then it varies slowly. Inrush current may take 4–6 s to subside. There are some factors which affect magnitude and duration of inrush current, like (i) residual flux in the transformer (ii) type of magnetic material which is used in the core (iii) size of power system (iv) size of transformer (v) switching instant of energization of the transformer [1]. Inrush current of transformer may be divided into three categories: energization inrush, recovery inrush, sympathetic inrush [1]. Simple model has been proposed to simS. Paul (B) · S. K. Das · A. Chattopadhyaya Department of Electrical Engineering, SKFGI, MAKAUT, Kolkata, West Bengal, India e-mail: [email protected] S. K. Das e-mail: [email protected] A. Chattopadhyaya e-mail: [email protected] S. Chattopadhyay Electrical Engineering Department, Ghani Khan Chaoudhury Institute of Engineering and Technology (Under Ministry of HRD, Government of India), Malda, West Bengal, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_17
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ulate the magnetizing inrush current of transformers using real-time measurements and then simulation data used for harmonic analysis [2]. Different techniques have been proposed by different researchers to assess the inrush current. Hidden Markov Model (HMM) based method proposed in [3], to detect inrush current of power transformer. Three factors like the conventional second harmonic content, the decaying DC time constant, and the ratio between the fundamental component and the first peak magnitude based dynamic filter has been proposed to identify inrush current and fault current of power transformer [4]. Correlation coefficient between the sampling waveform based method proposed in [5] to discriminate between inrush current and fault current of power transformer. Inrush current plays a vital role in differential protection of power transformer. Phase angle difference between primary and secondary current based method proposed by the authors to avoid unwanted tripping of differential protection on magnetizing inrush current [6]. In [7], authors proposed a method distinguish between inrush currents and internal faults based on the differential current gradient. Different signal processing techniques and soft computing techniques used by the researchers to assess the inrush current of power transformer. Wavelet Transform (WT) based feature has been extracted in [8], to identify the inrush and fault current of power transformer. Median Absolute Deviation (MAD) of wavelet coefficients based method proposed by the researchers to distinguish of different nature of currents of power transformer where five level of decomposition have been considered in DWT decomposition [9]. WT and correlation coefficient based method proposed in [10] to discriminate between inrush and fault current. S-transform based technique used as another signal processing based technique to assess inrush and fault current [11, 12], where in [12] probabilistic neural network used as a classifier for classification of inrush and fault current. Slantlet transform (S-transform) and Artificial Neural Network (ANN) based method used for classification of over current and inrush current of power system where ANN used as a classifier [13]. Back propagation algorithm based ANN has been used as a tool to discriminate between inrush and fault current of power transformer [14]. Multi resolution analysis and space vector analysis based method proposed in [15] for solution of dilemma of fault and inrush current of power transformer. WT and PNN based method proposed as another technique to assess inrush current [16], where EMTP simulation has been used to simulate inrush current along with other transients current for this purpose. Fuzzy and neuro fuzzy based approach have been proposed by the researchers to distinguish inrush current from fault current in power system [17, 18]. To analyze the abnormal condition of electrical systems some techniques based on Clarke and Park plane have been proposed by the researchers [19–23]. Radar analysis, FFT and THD based approach proposed in [24] to discriminate between inrush and fault current of power transformer. None of the research works, inrush and fault condition of power transformer has been assessed by the CWT, Radar analysis and DWT based skewness, kurtosis, rms and mean value analysis. For this reason an attempt has been made to discriminate between inrush and fault condition of power transformer based on CWT, Radar analysis and DWT based skewness, kurtosis, rms and mean value analysis. Different feature patterns have been observed in CWT and Radar analysis and DWT based
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different parameters values have been noted of primary current of power transformer in different conditions form there inrush and fault conditions of power transformer have been assessed.



2 Model for Simulation of Inrush and Fault Current of Power Transformer Two MATLAB models [25] have been prepared to simulate inrush and inrush with fault condition in a three phase power transformer which are depicted in Figs. 1 and 2 respectively. A three phase two winding 6.3 MVA, 33/11 kV, 50 Hz power transformer has been connected to three phase source of 33 kV through a three phase circuit breaker. Primary current values of three phase transformer have been stored in workspace after the sampling. All the three phases, which were initially open, were closed at a transition time of 0.1 s by the three phase breaker. Sampling time was taken as 50e-6 s (available in MATLAB) for the analysis. Using two models three different conditions have been created which are, normal condition, inrush condition and short circuit fault with inrush condition. In all the cases primary side current of the transformer have been used for assessment of inrush condition of power transformer.



3 Wavelet Transform (WT) Analysis To analyse non-stationery signal in better ways WT was introduced [26, 27]. WT is used to get better time frequency representation from a non-stationery signal which was the limitation of Fourier Transform (FT) and Short Time Fourier Transform (STFT). Different signals aspects like trends, breakdown points, discontinuities etc.



Fig. 1 MATLAB model for simulation—of inrush current of transformer
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Fig. 2 MATLAB model for—simulation of fault current of transformer



can be analysed by WT from a particular signal. It can be classified as (i) Continuous Wavelet Transform (CWT) (ii) Discrete Wavelet Transform (DWT). Continuous Wavelet Transform (CWT) The formula of CWT, which is used to achieve time frequency representation from a signal x(t) is defined as [26, 27],    t −τ 1 dt (1) x(t) · ψ ∗ XWT(τ, s)  √ s |s| The transformed signal XWT (τ, s) is a function of the translation parameter τ and the scale parameter s. The mother wavelet is denoted as ψ (t) and the *(asterisk) indicates the complex conjugate which is used in case of a complex wavelet. For the CWT analysis, signal can be discretized arbitrarily without violating the Nyquist criterion. Discrete Wavelet Transform (DWT) Calculation of wavelet coefficients at every possible scale is a fair amount of work and it generates lots of data not only that, the computation of CWT may consume significant amount of time and resources depending on the resolution required. In DWT [26, 27], the signal which is to be analysed is passed through filters with different cut off frequencies at different scales. In this work ‘db4’ is used as the mother wavelet because it is compactly supported in time frame and this mother wavelet is used to detect sudden jump or notch in the signal. Some parameters like skewness, kurtosis, rms and mean values of approximation (approximate) coefficients have been found out in all the cases after decomposed the signal by ‘db4’ based DWT.
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4 Assessment of Inrush, Normal and Fault with Inrush Condition of Power Transformer Different conditions of power transformer have been assessed by CWT, Radar analysis and DWT based parameter analysis which is given below.



4.1 Results and Observation of Continuous Wavelet Transform (CWT) Figures 3, 4, 5 and 6 are used to depict the result of CWT of R-phase primary current of power transformer in different conditions. In short circuit conditions CWT result of R phase current is almost same where as in inrush and normal condition it is different in nature. Different critical areas have been observed in different CWT results and observing the feature pattern of the CWT results, normal, inrush and short circuit conditions of power transformer can be discriminated properly.



Critical Area



Fig. 3 CWT of R-phase primary current under inrush condition
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Critical Area



Fig. 4 CWT of R-phase primary current under normal condition



Critical Area



Fig. 5 CWT of R-phase primary current under inrush with short circuit fault (L-L-L) condition



4.2 Discrete Wavelet Transform (DWT) The main disadvantage of CWT is that, it generates lots of data which sometimes very cumbersome to properly handle it. For this reason in this work DWT based parameter analysis has been done to discriminate normal, inrush and fault conditions of power transformer which is very easy to implement to detect and discriminate
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Critical Area



Fig. 6 CWT of R-phase primary current under inrush with short circuit fault (L-G) condition



those conditions. Kurtosis, skewness, rms and mean values have been found out of R phase primary current in different conditions to detect different conditions of power transformer. Skewness [28] can be mathematically defined as the averaged cubed deviation from the mean divided by the standard deviation cubed where as kurtosis [28] is used as an indicator in distribution analysis as a sign of flattening or “peakedness” of a distribution.



4.2.1



Assessments of DWT Based Parameter Analysis of R Phase Current



Figure 7 is used to depict the results of DWT based kurtosis values of approximate coefficients in normal, inrush and short circuit fault conditions of power transformer. In this figure constant and clear differences of kurtosis values have been observed in three different conditions where maximum difference have been observed from DWT decomposition level 8–9. Maximum and constant differences have been observed of DWT based mean values of approximate coefficients in all those mentioned conditions which are shown in Fig. 8. Figure 9 is used to show the results of DWT based rms values of approximate coefficients in normal, inrush and short circuit fault conditions, where differences are maximum up to DWT decomposition level 7 then it is decreasing in nature. Figure 10 depicts the result of DWT based skewness values of approximate coefficients of R phase primary current in different conditions. One distinct feature has
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Fig. 7 Kurtosis values of approximate coefficients for normal, inrush, LLL fault and LG fault condition of R phase current



Fig. 8 Mean values of approximate coefficients for normal, inrush, LLL fault and LG fault condition of R phase current



been observed that, up to DWT decomposition level 6 skewness values of R phase current in inrush and fault conditions is same then it is increasing in nature where as maximum difference of skewness values in three conditions have been observed in DWT decomposition level 9.
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Fig. 9 Root mean square values of approximate coefficients for normal, inrush, LLL fault and LG fault condition of R phase current



Fig. 10 Skewness values of approximate coefficients normal, inrush, LLL fault and LG fault condition of R phase current
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Fig. 11 Radar chart of R phase primary current in inrush condition



Fig. 12 Radar chart for R phase primary current in normal condition



4.3 Radar Analysis Radar analysis has been done of R phase current at inrush, normal and fault conditions after taking the primary currents of power transformer which are shown in Figs. 11, 12 and 13, where clear difference of pictorial representation has been observed in those figures; from there inrush normal and fault conditions can be discriminated properly.
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Fig. 13 Radar chart for R phase primary current in different fault (L-L-L and L-G) conditions



5 Algorithm of Assessment of Different Conditions of Power Transformer An algorithm for assessment of different conditions of power transformer has been made as follows which can be implemented in numerical protection of power transformer: (a) Step down the three phase primary currents of power transformer through current transformer (b) Sample them at proper sampling frequency (c) Capture the sampled values through data acquisition system (d) Apply CWT and Radar analysis on the captured signal (e) Determine skewness, kurtosis, rms and mean values of approximation (approximate) coefficients from DWT decomposition levels (up to 9th level). (f) Diagnose the results to assess different conditions of power transformer.



6 Specific Outcome Normal condition, Inrush condition and short circuit fault condition of power transformer have been assessed by Radar analysis, CWT and DWT based skewness, kurtosis, rms and mean value analysis of approximation coefficients based technique. Different patterns have been observed in CWT and Radar analysis of primary current of power transformer in different conditions and different parameters values have been noted in DWT based parameter analysis of ‘R’ phase primary current of
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power transformer from where all these three conditions of power transformer have been assessed properly.



7 Conclusion In this paper, inrush, fault and normal condition of power transformer have been discriminated by Radar analysis, CWT and DWT based skewness, kurtosis, rms and mean value analysis based techniques. Different patterns have been observed for all those conditions of power transformer in Radar analysis and CWT based techniques from there different conditions of power transformer have been discriminated properly. DWT based skewness, kurtosis, mean and rms values also calculated to assess fault, inrush and normal condition of power transformer where approximation coefficients of DWT has been used for this purpose. Using all these parameters, different conditions of power transformer have been assessed properly which can be implemented for numerical protection of power transformer in real time applications.
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SCADA Based Real Time Reactive Power Compensation Scheme for Assessment and Improvement of Voltage Stability in Power System Kabir Chakraborty and Arghyadeep Majumder



1 Introduction In present day, the topic voltage stability is taking a great collapses places around the world. The recent power networks are undergrounding frequent modifications and introducing extra complexity in the power networks from operation, stability, control and protection point of view to meet up the ever-growing electrical consumer requirement. The main difficulty which is linked with such a stressed network is voltage instability [1]. In recent years a great deal of effort has been devoted to analyse voltage stability of power network [2–6]. An electrical power network is supposed to go into a situation of voltage instability when a disturbance results an unmanageable drop in voltage profile of load buses. The cause behind this is the inability of the system to meet the increased reactive power demand. Due to the lack of adequate reactive power in power networks when the system experiences huge load demand and/or serious contingencies the voltage instability occurs. During voltage instability, magnitude of some load bus voltages decreases slowly and afterward quickly reaches the voltage collapse point. The major voltage collapse occurrences are believe to be connected to heavily loaded systems when necessary quantity of real and reactive power are not obtainable to preserve standard voltage magnitudes of the network buses. In this paper, a method for real time SCADA system has been suggested for reactive compensation scheme in power system to assess and improve the voltage stability. The system consists of measuring instruments for data acquisition, simulation software for supervisory control and FACTS devices for reactive power compensation. K. Chakraborty · A. Majumder (B) Department of Electrical Engineering, Tripura Institute of Technology, Narsingarh, Tripura, India e-mail: [email protected] K. Chakraborty e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_18
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This system has been applied to a standard power network and load flow solution of the network is obtained. Weakest segment of the power system has been find out by dV/dQ indicator [2] values. Integrated Voltage Stability Indicator values has been find out and compared with reactive power for different system conditions to evaluate the voltage instability of power network. In addition, the operation of the system has been shown with closed loop feedback algorithm for real time application.



2 Concept of Proposed Methodology In Fig. 1 the measuring instruments of RTUs [3] are connected to the transmission network. The data acquisition are done through this section. For real time implementation, real time data are needed from the measuring instruments but generally, these data are not in Per Unit values. Generally, all the parameters are like line data, bus data, impedances, resistance, reactance, half line charging etc. are calculated in Per Unit values because Per Unit values do not change when they are referred to one side of a transformer to other side of transformer. Per Unit Value  Actual value/Base Value



(1)



This can be a major advantage as because in a large power system huge numbers of transformers are interconnected. That is why, to make complex power system calculation more convenient all parameters are expressed in the same units irrespective of their ratings. Real time data can be converted to Per Unit Value through simulation using above formula in Eq. (1). This information then can be fed to the ECC (Energy Control Centre) for load flow solution purpose. For analysis purpose, the data is considered for a particular instant of standard IEEE 6-bus power system. To solve any power system problem load flow solution [4] must be solved and this is solved by simulation.



Fig. 1 Real time SCADA system
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Fig. 2 Basic load flow diagram



The load flow in a power system has been shown in Fig. 2. Basic load flow expression based on N-R method is given as      J1 J2 ∂ P  (2) Q |V | J3 J4 The value of ∂V/∂Q i.e. the variation of voltage with respect to reactive component is highest for weakest bus of the system. So, it is required to find the highest value of [∂V/∂Q] from J4 elements in the jacobian matrix. Now, multi-bus electrical power network can be symbolized by an correspondent two-bus system comprising of one slack bus having bus voltage magnitude Vs and generated power (Pg + jQg ) is supplied along with one load bus having bus voltage magnitude Vr and load (Pload + jQload ) is connected to this bus [1]. The line connected these two buses having equivalent impedance Z eq . The active and reactive power losses of the equivalent system are given by Eqs. (3) and (4)   Req Pg2 + Q 2g Ploss  (3) Vs2   X eq Pg2 + Q 2g Q loss  (4) Vs2 Integrated voltage stability indicator (IVSI) has been used for the detection of weaker segment of the network using the equivalent system methodology. Based on these quantities maximum transferred power, i.e., maximum values of reactive power and the maximum values real power and reactive power loss of the transmission line, the expressions for integrated voltage stability indicators can expressed in the Eqs. (5) and (6) as I V S I (P) 



Pr







Qr



Pr (max) Q r (max) Pl Ql I V S I (L)   Pl(max) Q l(max)



(5) (6)
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Since, voltage collapse is considered imminent when the value of IVSI is near or equal to 1, the which means that smaller the value of IVSI more healthy is the system state [1].



3 Simulation A standard IEEE 6-bus power system has been taken for simulation purpose. The main objective lies with Integrated Voltage Stability Indicator (IVSI) & dV/dQ indicator values for formulation of the real time application. Load flow simulation results for a particular instant are given as follows in Table 1. To locate the weakest bus [6] in the network, the Jacobian Matrix (J) is computed and [∂V/∂Q] value for all the load buses are calculated and shown in Table 2. From this simulation, it is obtained that the ∂V/∂Q value is the highest for bus no. 5 whose value is equal to 0.0653022. Therefore, bus no. 5 is the weakest bus of the network [7] for that particular instant. The value of IVSI obtained from this simulation is shown in the Table 3. From this simulation, it is obtained that the IVSI value is closer to the 1. Bus number 5 is the weakest bus of the system as the value of IVSI calculated for bus number 5 in the IEEE 6-bus power system is greatest. Therefore, the system is imminent to voltage collapse [8]. CASE STUDY-1: Change of ∂V/∂Q values and IVSI values with respect to reactive compensation given to the weakest bus shown in Fig. 3.



Table 1 Load flow solution Bus Voltage No. 1 2 3 4 5 6



Per unit 1.050 1.080 1.080 1.076 1.083 1.084



Angle



Active power



Reactive power



Radian 0.000 −0.609 0.576 0.469 −0.644 −0.658



Per unit 0.015 0.010 0.018 −0.014 −0.012 −0.009



Per unit −0.485 0.046 −0.137 −0.006 −0.004 −0.004



Table 2 ∂V/∂Q values for weakest bus identification Bus no. 4 5 ∂V/∂Q Value Table 3 IVSI values



0.0635343



0.0653022



6 0.054249



IVSI (power)



IVSI (loss)



0.744932



0.488930
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For Condition-1 where no reactive compensation is provided [9], the IVSI value (power) is quite high. In Condition-2 a little amount of reactive power (0.3 pu) is injected in the weakest bus. so the IVSI value (power) has been reduced. Further reactive power injection is increased to 0.6 pu and the IVSI value (power) has been decreased significantly as shown in condition 3. The system condition after further increase of reactive compensation (equal or more than 0.6 pu) to the weakest is as shown in condition 4. CASE STUDY-2: Change of ∂V/∂Q values and IVSI values with respect to reactive load connected to the weakest bus shown in Fig. 4. In condition-1 small reactive load connected to the weakest bus. ∂V/∂Q values & IVSI values (power) are very less. In condition-2 a larger reactive load (0.4 pu) is linked to the weakest bus, now ∂V/∂Q value is increased little bit but IVSI value (power) has been increased significantly. By connecting a large load (0.8 pu), as shown in condition 3, to the weakest bus the voltage collapse is considered to be more imminent because IVSI value (power) is very closer to the unity (i.e. 0.67).



1 ∂V / ∂Q



IVSI



Reactive Comp.(P.U.)



0.8 0.6 0.4 0.2 0



Condition 1



Condition 2



Condition 3



Condition 4



Fig. 3 Change of ∂V/∂Q value and IVSI value with respect to reactive compensation given to the weakest bus 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0



∂V / ∂Q



Condition 1



IVSI



Condition 2



Reactive Load (P.U.)



Condition 3



Fig. 4 Change of ∂V/∂Q value and IVSI value with respect to reactive load connected to the weakest bus
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Table 4 IVSI values before compensation ∂V/∂Q IVSI 0.0653022



0.744932



Table 5 IVSI values after compensation ∂V/∂Q IVSI 0.0652831



0.33631



Reactive compensation 0.00



Reactive compensation 0.25



4 Closed Loop Feedback Algorithm From the above simulation results and case studies, it can be seen that reactive compensation is correlated with ∂V/∂Q values and IVSI values. To apply in the real time system it is required to use closed loop feedback algorithm, which is shown in Fig. 1. The reference point for IVSI value is considered as 0.35 that means if in real time IVSI is equal or less then the reference value then the system will be considered as in the safe state in terms of voltage stability [10]. The simulated result for a particular instant show that the real time IVSI value as given in Table 4 is much higher than the reference IVSI value 0.35. Therefore, a new simulated program is required which will now calculate the reactive compensation needed (supplied by FACTS devices) [11] for the system to lower down the real time IVSI value equal or less than the reference IVSI value 0.35. From Table 5, it can be observed that the reactive compensation given here is 0.25 in per unit [12] and indicator values are calculated by the simulated program. Therefore, the new real time IVSI value is 0.33631, which is below or lower than the reference IVSI value. This way, the system will continuously track the real time data and simulated calculation; will try to keep real time IVSI value closer to the reference IVSI value.



5 Conclusion A SCADA based real-time reactive power compensation scheme has been presented in the paper to assess and improve the stability in terms of bus voltage in multi-bus power system using closed loop feedback algorithm. Load flow solution and weakest segment of the electrical power network is obtained. Integrated Voltage Stability Indicator (IVSI) value, which indicate the system voltage stability is obtained and it has been reduced by reactive power compensation given to the weakest bus of standard IEEE 6- bus system. The operation of close loop feedback algorithm has been shown in this paper with IVSI values. Some case studies are presented with IVSI and reactive compensation values. The per-
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formance of the system depends upon data acquisition speed, software processing, calculation and operation of FACTS devices. This SCADA system will be very much helpful in ECC (Energy Control Centre) for real time voltage stability control because ECC operator has to monitor only parameter i.e. to keep real time IVSI value closer to the reference IVSI value. These will ease the ECC operator stress and make voltage control operation more reliable.
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Solar Photovoltaic Power Supply to Utility Grid and Its Synchronization Sonalika Dutta, Soumya Kanti Bandyopadhyay and Tapas Kumar Sengupta



1 Introduction SPV roof top system is widely used in the world, employ as clean technology to reduce CO2 emission. Whenever SPV roof top system is connected to grid for supply power in grid, it needs a grid connected inverter to couple with grid. In this paper discusses about multistage grid connected inverter due to the SPV generated voltage level is low as compare to the grid voltage. Grid connected inverter is also named as grid tie inverter (GTI). The applications are in net metering, dual metering, SPV without use battery storage system. The multistage inverter consists with two stage converter (a boost converter, a dc-dc converter with high frequency transformer) and a grid connected inverter. A LCCL filter is connected between GTI and utility grid to reduce harmonic distortion. By using PLL control technique of GTI, reduce complexity and it more reliable for synchronization. The Grid connected inverter is nothing but an H- Bridge single phase VSI inverter but its control mechanism is differ from traditional inverter. The GTI and utility grid are synchronized by a special type Phase locked Loop (PLL) and is designed and verified by PSIM software. PSIM is a platform for engineering simulation and design; for research, development and application in various sectors i.e. power supply and generation, Nonconventional generation, motor drives, power conversion and control systems. T. Lesster has first developed the PSIM software in 1994, PSIM is capable to develop power S. Dutta (B) · S. K. Bandyopadhyay · T. K. Sengupta Department of Electrical Engineering, Supreme Knowledge Foundation Group of Institutions, MAKAUT, Kolkata, India e-mail: [email protected] S. K. Bandyopadhyay e-mail: [email protected] T. K. Sengupta e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_19
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electronics simulation and design for various power electronic applications. Here the circuit is developed PSIM 9.0 version which is shown in Fig. 1 and the graphical results of this simulation shown in Figs. 3, 4, 5, 6, 7, 8, 9, 10 and 11. Moreover by reducing components harmonic distortion is reduced, the size of LCCL filter is reduced (Fig. 2).



2 DC-DC Converter Multistage GTI topology is used for low voltage (12 V) SPV generation. First stage is voltage increased by a boost converter. In second stage a dc-dc converter with high frequency transformer is use to increase voltage further step. Now the circuit detail is discussed in below.



Fig. 1 Simulation model of synchronized solar photo voltaic power supply to utility grid Fig. 2 Simulation model Subtractor circuit
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Fig. 3 Output waveform of subtractor circuit



Fig. 4 Output waveform of comparator circuit



2.1 Boost Converter The boost converter is a dc–dc step up converter. This converter is desired in here to reduce turns ratio of transformer in next stage, otherwise leakage reactance increase in transformer and switching of MOSFETs are affected [1]. The converter consist of two solid state devices one is a MOSFET(M) switch and other is diode and energy
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Fig. 5 Output wave form of demultiplexer for gate pulse of IGBT 1



Fig. 6 Output waveform of demultiplexer for gate pulse of IGBT 2



storage passive elements i.e. an Inductor and a filter capacitor. The filter capacitor reduces the ripple output voltage. To get a steady state voltage applies a Zener diode across voltage output. Boost converter operates in two modes, At mode 1, t  t1, inductor L charging at switch M is on. At that condition inductor current raises initial value I1 to final value I2.
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Fig. 7 Output wave form of demultiplexer for gate pulse of IGBT 4



Fig. 8 Output wave form of demultiplexer for gate pulse of IGBT 3



Vs  LI /t1 I L t1  Vs At mode 2, t  t2 , L discharge still MOSFET switch is open next at cycle. In this cycle,



(1) (2)
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Fig. 9 Output waveform of grid tie inverter



Fig. 10 Output wave forms of grid tie inverter and utility grid



t2 



I L Va − Vs



The switching period T is found by from adding Eqs. (2) and (3) T  t1 + t2 



1 I L Va and , T  Vs (Va − Vs ) f



(3)
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Fig. 11 Output waveforms of grid tie inverter and utility grid at when grid couple switches are connected



From this we get switching frequency (f) of MOSFET switch in boost converter.



2.2 Full Bridge High Frequency Converter The second stage of conversion is implied through a full bridge converter, a high frequency (HF) step up transformer and a diode bridge rectifier. The full bridge converter is H-bridge PWM inverter with faster MOSFET switches. The Switching frequency high for matching the frequency of the HF transformer. The HF transformer use for reduce the size, higher order harmonics and cost [2]. The output voltage of transformer followed by the equation which is given below Vout  2



N2 DVdc N1



(4)



Here D is the duty cycle of Switching element (here use MOSFET), NN21 the turn ratio of transformer [3]. The ac output voltage fed in a full bridge diode rectifier to get dc regulated voltage. A LC filter use to reduce ripple from dc output voltage.
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3 Grid Connected Inverter with Filter The interfacing between a SPV system and utility grid is by a Grid tie inverter. The GTI play an important role when dc power resource is connected to an ac grid. After analyzing all criteria for synchronization, the GTI connect with grid. The DC voltage fed to inverter input from Diode Bridge rectifier. The basic difference from conventional VSI inverter from GTI is in its control mechanism. The inverter consists of four IGBT switches alien in two limb of inverter. Two switches of each limb is operated at a time. The line commuted inverter is operated with grid reference [4] which is consist of a close loop control system. The PWM gate pulses of IGBT switches are generated by using an analog—digital combination circuit of PLL. These pulses are controlled the inverter for grid synchronization. After match the frequency, voltage amplitude and phase angle the inverter is switched to grid [5] as per IEEE standard 1547.2 [6]. In between inverter and grid a LCCL filter is placed to reduce harmonic contain and improve power quality of inverter output. The Simulation model is shown in Fig. 1.



4 Control Technique of GTI Switching Devices The most important part of this paper is the control technique of GTI. It is different form PLL control of grid tie inverter. The analog and digital circuits generate the pulses with reference of grid values. These pulses are the PWM pulse feed to gates of IGBT switches as per need and directs by demultiplexer selector switches. The control circuit consists of a subtrator, a comparator and a demultiplexer with two OR gates.



4.1 Subtractor The inputs of subtractor fed from grid and inverter. Grid and inverter phases are synchronized (locked) here. The subtractor’s one input (+) voltage fed from grid and other input (-) take voltage from Grid connected inverter output. If all external resistors(R) have equal value, the output voltage is derived by using ‘superposition theorem’ [7]. First we take V2  0, V1 is only input source of op-amp, the circuit is now like non inverting amplifier. The output voltage V01  V1 /2(1 + R/R)  V1



(5)
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Similarly, the output V02 due to input V2 only, V1  0, can be express as inverting amplifier i.e. V02  −V2



(6)



V0  V01 + V02  V1 − V2



(7)



Then the output voltage



V1 is the grid voltage and V2 is the inverter output voltage.



4.2 Comparator The comparator has a reference dc input and other is from phase detector (subtractor). In here the comparator use with open loop mode to get high open loop gain [8]. In here Vr e f takes (12 V DC) in one input (+) and in another input (-) take a signal from the subtractor output. Any minimum change in voltage the comparator gets signal [9] and error is signified by this.   Vout  Av0 V + − V − In open loop mode the amplifier voltage gain is nearly equal to Av0 . This Vout is the input of digital pulse generator, PWM Pulse control the firing angle of IGBTs of GTI.



4.3 Demultiplexer The gates of IGBT switches of GTI are got pulse from 1 line to 4 lines demultiplexer [10]. Demultiplexer consists of two select inputs, one data input and four outputs. The select inputs are select which output (AND Gate) of Demultiplexer is active at a time among the four output switches. The four outputs are generating pulses for each gate of IGBT switches. The data input is here the pulse from comparator. Any change in grid value sense by the subtractor and in demultiplex through the comparator. The IGBTs of GTI are also getting this effect through gates switching. The firing angle is controlled by phase angle control by using of PLL. So it is the model based close loop control system of GTI. Output waveforms of PLL control circuit, Grid Tie Inverter and Utility Grid are shown in Fig. 3.
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5 Latest Trends and Scope of Future Developments In present trend the SPV power is supplied to utility grid as three phase or single phase system. For grid synchronization the GTI is controlled by using various technologies. PLL is a popular control technology among these. The single phase GTI already has four types of PLL control [11]. This paper is proposed a new type of PLL for synchronizes GTI and utility grid. After taking grid value i.e. voltage amplitude, frequency and phase angle the PLL is senses and send signal to inverter, then the inverter produce sine wave and achieve synchronization criteria. To improve power quality further may be used of H5 structure [12] inverter in future development. In case of grid contingency, isolation will be required and for resynchronization different control circuit will be designed and adopted.



6 Conclusion In this paper is monitoring and synchronizing of Grid tie inverter by use a new variation of PLL. This synchronization experiment has been developed by simulation model of PSIM-software. Here the isolation of low pass filter [11] the PLL system is more robust in configuration and cost is also reduced. The LCCL filter components size is reduced by using digital signal of control circuit which reduced harmonic distortion. The compactness of overall circuit which maintains power quality and by using line commutated inverter the complexity and cost are also reduced. Acknowledgements The authors would like to thank Electrical Department, Supreme Knowledge Foundation Group of Institutions, MAKAUT, Kolkata, India, for coordination and support.
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Optimum Sizing and Economic Analysis of Renewable Energy System Integration into a Micro-Grid for an Academic Institution—A Case Study Nithya Saiprasad, Akhtar Kalam and Aladin Zayegh



1 Introduction World energy demand has been estimated to be greater than 800EJ by 2050. For this estimation, with the present scenario of escalating oil prices when considered, renewable energy could promise to be an alternate option as an energy resource [1]. Alternately, the global concern towards pollution and global warming has supported this cause. In recent years, there has been much technical advancement in renewable energy systems (RES) including the storage units. Many countries have been striving to reach their renewable energy target towards the global energy contribution; Australia being one among them. Australia is the world’s 9th largest energy producer using coal and the largest exporter of uranium [2]. In its share of renewable energy generation, Australia’s renewable energy contribution is far too minimal for the abundance of natural resources it possesses. Despite the fact of the volatility of the conventional energy market, this cheaper environmentally unfriendly energy has been dominant in the energy market. Although several studies conducted on Australia being 100% renewable have given negative results [3, 4]. However, pondering renewable energy being a part of the modern grid has equally been dealt with [5–10]. N. Saiprasad (B) · A. Zayegh College of Engineering and Science, Victoria University, Melbourne, VIC 3011, Australia e-mail: [email protected] A. Zayegh e-mail: [email protected] A. Kalam Smart Energy Research Unit, College of Engineering and Science, Victoria University, Melbourne, VIC 3011, Australia e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_20
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Designing and optimizing a micro-grid and analyzing their economic and environmental impacts have been the template of this study. Similar studies have been conducted using Solar cells or Photo-voltaic (PV), wind turbines, fuel cells (used either as an energy source or as a storage unit) for isolated villages, islands, wind farms, resorts [5, 8, 11–20]. The current study is aiming at integrating renewable energy like PV and wind turbine connected to the grid for Victoria University located at the St Albans campus in Melbourne, Australia. The location map is shown in Fig. 1. To design and optimize any micro-grid, it is significant to understand and study the load requirement of the desired location. This crucial step during the design of a micro-grid should not terminate in underestimating or overestimating the consumption, either of which could result in unmet load or oversized setup respectively. Various methods have been used to optimize a micro-grid including genetic algorithm and swarm optimization techniques. However, many software have been used in such studies like MATLAB/SIMULINK, HOMER etc. [21]. HOMER (Hybrid Optimization of Multiple Energy Resources) is a software that was initially created by the National Renewable Energy Laboratory and now marketed by a company called HOMER Energy. HOMER consists of 3 main modules Simulation, Optimization, and Sensitivity Analysis. The crucial task lies in the architecture of the micro-grid setup for the load demand of the university with least cost demand and greater efficiency. The aforementioned problem has been studied using HOMER software which designs and optimizes the setup with least Net Present Cost (NPC) of the system [22]. The study conducted also includes the environmental impact of the designed system by analyzing the amount of harmful gases they emit to the environment.



2 System Description The RES designed here, considers the total cost of the system which includes the total capital cost and the maintenance cost. The architecture of this system consists of PV arrays, wind turbine, controller, batteries and grid support. To minimize the cost of the system and meet the load demand, HOMER defines a few terminologies which are deciding factors for the suggested model [22]. They are expressed as follows: a. Net Present Cost (NPC): Net Present Cost determines the profitability of the project, which is the total net present value of the component subtracted by the (income) profit it incurs for the complete lifetime of the project. N PC 







T otal Cash f low/ (1 + I nter est rate)(Pr oject



− I nitial I nvestment



Li f e time)







(1)



b. Annualized cost of the system (ACS): Annualized cost is that cost of the set up when factored equally over the entire lifetime of the project considered.



Fig. 1 Victoria university St. Albans location map from Google and campus access map
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  AC S  (Cost o f the Pr oject × Discount rate) / 1 − (1 + Discount rate)−Pr oject li f e time



(2) c. Levelised Cost of Energy (COE): It is the average cost of useful electrical energy produced by the system. To calculate the levelised cost of energy, HOMER divides the annualized cost of producing electricity (the total annualized cost minus the cost of serving the thermal load) by the total electric load served, using the following equation: C O E  (T otal annual electricit y pr oduction) / (Load Ser ved by the system)



(3)



d. Renewable Energy penetration (REP): It is the amount of renewable energy that serves the load annually R E P  (Power pr oduced f r om r enewable energy) / (T otal electrical load ser ved)



(4) To design and optimize the RES into the grid for this study it is necessary to identify the sensitive variables along with evaluating their electricity load profile, solar irradiation and wind energy which are introduced in this section.



2.1 Solar Radiation Data The solar radiation data has been analyzed from the National Renewable Energy Laboratory (NREL) data for St. Albans, Melbourne. This data is used to design the RES to integrate into a micro-grid to meet the load demand. Figure 2 shows the average solar radiation at the given place is 4.13 kWh/m2/day. Clearness index for the same location was used to design the micro-grid setup using HOMER.



2.2 Wind Resource The wind resource data has been analyzed from NASA Surface meteorology for the desired location which provides monthly averaged values of wind speed at 50 m above the Earth’s surface over a period of 10 years (July 1983–June 1993). Figure 3 shows the wind distribution at the desired location with an average wind speed of 4.53 m/s. However, since the data seem to have been collected till June 1993, to understand the wind speed over recent years was also considered from Bureau of Meteorology, Australian Government. The site details closest to the university were found out to
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Fig. 2 Daily solar radiation and clearness index for the desired location



Fig. 3 Average wind speed for a year at desired location



be Melbourne airport (lat 37.67 °S, long 144.83 °E) and the mean 9 am wind speed statistics from 1970 to 2010 was 5.28 m/s. It is noted that the data measured was at an elevation of 113 m. To use the above information in the simulation the wind speed was evaluated for 50 m (similar to NASA surface meteorology data) using Power law of wind profile given by Eq. (5). (u/u r  (z/zr )α )



(5)



where u is the wind speed at a height z and ur is the known wind speed at a reference height. From Eq. (5), the wind speed at a height of 50 m using the data measured from Bureau of Meteorology, is measured as 4.708 m/s with the power law exponent factor (α) to be 0.14.



232 Table 1 Sensitive variables used as boundary conditions in simulation



N. Saiprasad et al. Inflation period (%)



2.5



Discount rate (%)



3.5 5 6.7



Lifetime of the project (years)



3.5 8 15



Feed in tariffs



$0.05/kWh



25 $0.03/kWh $0.1/kWh Electricity price



$0.226512/kWh $0.5/kWh



2.3 Electrical Load Analysis The Electric power consumption of the university was studied using their electricity bill procured for one year. The average electricity consumption is 11091.27 kWh/d. A few variables reflect on the economics of the system, they are: inflation period, discount rate, lifetime of the project, feed in tariffs, electricity price. These were considered as the sensitive variables or the boundary conditions in the analysis and their values are shown in Table 1.



3 HOMER Simulation Model The simulated model shown in Fig. 4 considers integration of Solar cells or PV and wind turbine into the grid. Wind energy and solar energy complement each other as distributed energy resources in the micro-grid. The fact of their energy production benefits and drawbacks has resulted in studying such renewable energy systems penetration into the grids. The intent to use a grid supported system instead of battery is its resilience and the fact that the presence of battery would escalate the cost of the setup which is already high due to the presence of wind turbine. Supplementing the above criteria, excess of power generation from this RES can be fed into the grid to acquire an additional profit in the form of energy sell back through Feed-in Tariffs (FiTs). The presence of converter in the system is to converts DC source output from PV to AC. For the HOMER simulation, the size of the PV and converters was scaled for a definite range of numbers whilst the number of wind turbines to be integrated was varied between 1 and 10 and the details are provided in Table 2.
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Fig. 4 Schematic diagram of the micro-grid considered



Table 2 Component details considered in the analysis Component



Size



Details



Capital cost ($)



Operational and maintenance cost ($/year)



PV (1 kW)



0 ≤ 107



Generic flat plate 680



10



Converter



0 ≤ 107



240



–



Generic 1.5 MW wind turbine (G1500)



1.5 MW of Quantity 1–5



Generic system converter Rated capacity 1500 kW, hub height 80 m



3,900,000



39,000



4 Results and Discussion The setup for simulation considers PV and Wind turbines as RES. HOMER simulates a set of values having least NPC, considering the sensitive variables, and optimizing the size of the system. However, when the current Discount rate of 6.7% and current inflation rate of 3.5% and a sell back of $0.03/kWh was considered [23, 24]. HOMER optimized the size of the RES having least NPC, the results are shown in Table 3. The architecture of the above model considered are about 2400–3200 kW of PV. A single 1.5 MW wind turbine scaled for different wind speeds integrated into a grid through converters ranging from 1400 to 1600 kW. The lifetime for the project and turbine lifetime considered are 15 and 25 years. The smallest architecture for the RES is about 2.4 MW PV and one 1.5 MW wind turbine connected to the grid through converter of about 1.4 MW with a wind speeds 5.3 m/s and project lifetime of 15 years and turbine lifetime of 15 and 25 years. The above architecture of the RES from Table 3 has NPC ranging between $7 M and $12 M. The renewable energy penetration for these systems with an average of 83% is tabulated in Table 4. The unmet load from renewable energy of less than 20% is bought from the grid, while the excess of renewable energy being sold using the RES for a year converts to a profit or revenue.
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Table 3 Architecture details of optimized model by homer Architecture Project 1.5 MW Wind speed PV (kW) 1.5 MW lifetime wind scaled wind (years) turbine average turbine lifetime (m/s) (years) 15 15 15 15 25 25 25 25



25 25 15 15 25 25 15 15



5.277778 4.708428 5.277778 4.708428 5.277778 4.708428 5.277778 4.708428



2441.406 2644.857 2441.406 2644.857 2644.857 3255.208 2644.857 3255.208



1 1 1 1 1 1 1 1



Grid (kW)



Converter (kW)



999999 999999 999999 999999 999999 999999 999999 999999



1424.154 1424.154 1424.154 1424.154 1424.154 1627.604 1424.154 1627.604



Table 4 Energy and economics details of the optimized model Energy and economics COE ($)



NPC ($)



Operating cost ($)



Initial capital ($)



Renewable Energy energy purchased fraction (%) in kWh (percentage)



Excess energy sold in kWh (percentage)



0.087219



7016055



93945.19



5901953



84.94



1021381 (14.1%)



2734872 (40.3%)



0.101916



7651731



135881.8



6040300



81.82



1150687 (16.6%)



2282596 (36.1%)



0.099501



8004071



177258.3



5901953



84.942



1021381 (14.1%)



2734872 (40.3%)



0.115076



8639745



219194.9



6040300



81.82



1150687 (16.6%)



2282596 (36.1%)



0.081688



9729412



214030.5



6040300



85.62



993156 (13.2%)



2861718 (41.4%)



0.090606



1.07E + 07



241373



6504167



84.32



1070182 (14%)



2780436 (40.7%)



0.097329



1.16E + 07



322105.6



6040300



85.62



993156 (13.2%)



2861718 (41.4%)



0.106432



1.25E + 07



349448



6504167



84.32



1070182 (14%)



2780436 (40.7%)
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Table 5 Annual energy production details of the micro-grid sources considered Energy production kWh/yr Percentage Generic flat plate PV



3,537,357



51.08



Generic 1.5 MW wind turbine 2,236,621



32.3



Grid purchases



1,150,687



16.62



Total



6,924,664



100



Comparing the results of Tables 3 and 4, it is observed that there are two architectures of RES with a project lifetime of 15 years and wind speed 4.7 m/s, size of PV and converter is 2645 and 1424 kW respectively. However, the lifetime of 1.5 MW generic wind turbine are 15 and 25 years. These two architectures of RES have about 82% of renewable energy fraction, energy purchased from the grid and energy sold to the grid are 1150687 and 2282596 kWh respectively. The architecture of the system with the 1.5 MW wind turbine of 15 years have larger NPC, COE and smaller renewable energy penetration of about 81.8% compared to the system discussed earlier. This larger value of NPC and COE is due to the performance of 1.5 MW wind turbine for the lower wind velocity of about 4.7 m/s. It is also observed that for RES consisting of 1.5 MW wind turbine performing at velocity of 4.7 m/s result in smaller energy purchased or sold compared to the system operating with wind velocity of 5.3 m/s. When monthly average electric production is considered for the above discussed RES, PV and Wind turbine contributed the major share of energy to reach the load demand as shown in Fig. 5. The maximum energy produced by the RES are during the months when solar energy radiation and wind energy are at their maximum. Table 5 summarizes the annual energy production details of the micro-grid sources considered. 51% of energy contribution is by PV and 32% of energy production is from Generic 1.5 MW wind turbine. Total Grid purchase of about 17% is noted. The contribution of grid energy is mainly when the PV and wind turbine is not able to meet the load requirement when there is not enough sunlight or wind. Figure 6 discusses the toxic gas emissions of the winning system. The data shows it illustrates the net toxic gas of carbon dioxide being maximum compared to Sulphur dioxide and Nitrogen dioxide.



5 Conclusion In this project, we considered integrating RES like generic flat plate solar PV, wind turbine optimized according to the sensitive values and HOMER presented a list of values according to the least NPC. However, with the present condition of discount rate, sell back price for 15 years considered, and NPC of $8.64 M resulted with 82% of renewable energy penetration. The negative emission of Carbon dioxide explains the fact that the energy sold is greater than the energy purchased through the grid.



Fig. 5 Monthly average electric production of the desired model
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Fig. 6 Toxic gas emissions of the model considered



This system proves to be environmental friendly when the toxic gas emissions are considered. Further considerations on Small-scale Technology Certificates (STC) and other Government aided subsidies along with the solar energy installation costs are not considered in our current studies [25]. However, it could lead to future research work. Acknowledgements The authors wish to acknowledge Anil Chaudhary from Greenova Solutions Pty Ltd, St Albans, VIC 3021 for helping us in providing the current market prices of the RES used in our study.
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Modelling and Simulation of Solar Cell Under Variable Irradiance and Load Demand Payel Ghosh and Palash Kumar Kundu



1 Introduction The breakneck depletion of fossil fuels taken together with the overloading of the atmosphere (with global warming emissions) due to human activity has shifted the focus towards the exploration of more abundant and benign energy resources over the past few decades. The tried-and-true technique of energy production from renewable energy resources (viz. the wind, solar, geothermal, hydroelectric, and biomass) is not only more sustainable but requires very less maintenance, causes considerably less noise pollution, effectively less or no production of the greenhouse or net carbon emissions as compared to traditional generators and hence render minimal impact on the environment. The life-giving Sun is a cornucopia of energy which is harvested by photovoltaic and solar thermal technologies to produce electricity. A number of solar cells (the fundamental block of PV systems) are assembled, wired and sealed together in an environmentally protective laminate to form PV Modules. In order to meet the power requirements in terms of voltage and current one or more photovoltaic modules are connected in series and parallel (or a combination of both) to form a PV array—in parallel to increase current and in series to produce a higher voltage [1]. The power output of PV system varies from kilowatt range in residential applications increasing to the megawatt range, in utilities. Domestic installation of PV array is typically done on the rooftop where partial shading of the cells from neighboring structures or trees is often ineludible [2]. Hence the sum of the individually rated power of each module is, however, more than the total power in such an array [3]. Earlier studies P. Ghosh (B) Department of Electrical Engineering, Meghnad Saha Institute of Technology, Kolkata, India e-mail: [email protected] P. K. Kundu Department of Electrical Engineering, Jadavpur University, Kolkata, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_21
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assume that this decrease in the array output is proportional to the shaded area i.e. reduction in solar irradiance causing the solar cells being unevenly illuminated, thus introducing the concept of shading factor. This concept may be true for a single cell, but the decrease in power at the module or array level is often far from linearity with the shaded portion [2]. The reverse bias of the shaded cells makes it act as a load thus draining power from other fully illuminated cells [1]. Apart from reduced output, if all the cells are not equally illuminated, hot spot problem may arise causing the system to be irreversibly damaged. In order to maintain continuity of supply and to meet the power demand even in shading condition switching of cells is necessary. Switching of cells uses the idea of two or more cells operating in parallel or series mode (as desired) whenever due to decreased ambient irradiance the output from a respective cell is not enough for the load. This article aims to show the switching of cells at various irradiance levels and also under various load demand using SIMULINK models and embedded MATLAB function.



2 Photovoltaic System 2.1 Single Diode Model A p-n junction when illuminated acts as a solar cell. A solar cell is basically a current source connected in parallel with a diode. However, the model changes taking into account the non-ideality factors—especially the parasitic series and shunt resistances. It generates current when illuminated. However, it acts as a diode i.e. the solar cell is an inactive device resulting in zero voltage and current during darkness. This section briefly describes the single diode model of a solar cell taking into account the effects of ambient irradiance and temperature and the associated equations are: The Shockley diode equation can be stated as:  q VD  (1) I D  I0 e n K T − 1 where ID is the diode current (in Ampere), I0 is the reverse saturation bias current (or scale current in Ampere) of the diode corresponding to working temperature T (in Kelvin). I0 is not constant for any given device but varies widely with T. For every 10 °C temperature rise, I0 doubles itself. q is the charge of an electron equal to 1.602 × 10−19 C, VD is the voltage across the diode (in Volts), n is the ideality factor (also termed as the quality factor or sometimes emission coefficient) of the diode typically varying between 1 and 2, however, it can be more based on the fabrication process and semiconductor material. It is set to 1 for an ideal diode. K is the Boltzmann Constant equal to 1.38 × 10−23 J/K. The diode equation can also be expressed as:  VD  I D  I0 e nVT − 1 (2)
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where VT is the thermal voltage equal to Boltzmann constant times temperature of p-n junction whole divided by the elementary charge of an electron and is denoted as VT 



KT q



It is approximately 25.85 mV at 300 K. Under ideal conditions, the output current (in Ampere), I  IL − ID neglecting the parasitic series and shunt resistances. IL is the photon current (in Ampere) corresponding to a particular irradiance level and given temperature, varying directly with irradiance level. Thus,  q VD  (3) I  I L − I0 e n K T − 1 The series resistance RS (in Ohms) is the equivalent resistance in contacts, metal grids as well as the resistance encountered (internal losses) by the current flow in the p-n layers of the semiconductor material. Shunt resistance RSH (in Ohms) corresponds to the leakage current of the p-n junction. Hence the expression for output current, I, corresponds to: With series resistance RS ,  q(V +I RS )  (4) I  I L − I0 e n K T − 1 With series resistance RS and shunt resistance RSH (Fig. 1) I  I L − I D − I RS H  q(V +I RS )  V + I R  S I  I L − I0 e n K T − 1 − RS H



Fig. 1 Model of a solar cell with equivalent series resistance and shunt resistance



(5) (6)
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However RS  0 in an ideal solar cell [4]. In this paper, RSH is neglected hence considering a moderately complex model with series resistance only [5]. The other equations involved can be listed as: I L (T1 )  I SC (T1,N O M )



G GNOM



(7)



where GNOM and T1,NOM are the values of suns and temperature at standard test condition (i.e. GNOM  1000 W/m2 , T1,NOM  25 °C). I L  I L (T1 ) + K 0 (T − T1 ) I SC (T2 ) − I SC (T1 ) K0  (T2 − T1 ) I SC (T1 ) I0 (T1 )   q VOC (T1 )  e n K T1 − 1  I0  I0 (T1 ) ×



T T1



 n3 e



nK



q Vg (T1 )   1 1 T − T1



q V OC (T1 ) q 1 e n K T1 − n K T1 XV dV 1 − RS  − d I VOC XV



X V  I0 (T1 )



(8) (9) (10)



(11) (12) (13)



[6] where T1 is the normalized temperature (= 25 °C STC) in Kelvin, VOC is the open circuit voltage in Volts, G is the number of Suns in Watt/metre2 (1 Sun  1000 W/m2 ), K0 is current/temperature coefficient in Ampere/Kelvin [A/K], Vg is the voltage of the Crystalline Silicon (Vg  1.12 and 1.75 eV for Amorphous Silicon) in Electron volt [eV], dV/dIVoc is the dV/dI coefficient at VOC . The basic parameters characterizing the solar cell are: (I) Short circuit current (ISC ): ISC is the maximum value of current (roughly equal to the photon current for very small values of series parasitic resistance) of the solar cell under short circuit conditions i.e. zero voltage appearing across the terminals. (II) Open circuit voltage (VOC ): VOC is the maximum voltage under open circuit (zero current) condition. Neglecting the parasitic resistances,  q VD  I  I L − I0 e n K T − 1 . Under open circuit conditions when I  0, VD  VOC and   IL nK T ln +1 . VOC  q I0
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The equation clearly indicates that VOC is widely controlled by the dark saturation current. (III) Maximum power point (MPP): ISC and VOC do not occur simultaneously and hence maximum output power, PMAX that can be delivered to the connected load by the PV cell is not equal to ISC X VOC rather PMAX is the product of IMAX and VMAX (Current and Voltage corresponding to Maximum Power Point), which are much less than ISC and VOC respectively. (IV) Efficiency of PV cell (η): Efficiency is the ratio of output of PV cell i.e. the maximum current times the maximum voltage (at MPP) to the input light power and is denoted as Efficiency 



I M AX VM AX I M AX VM AX PM AX POU T    PI N G GA 1000 A



where G is the ambient irradiation taken as 1000 W/m2 at Standard test conditions and A corresponds to exposed PV cell area. Efficiency ranges are: 6%-amorphous silicon-based solar cell to 42.8% with multiple cells: 14–19% for commercially available multi-crystalline solar cells and widely depends on several critical factors like temperature, irradiance, shading, snow, etc. (V) Fill Factor (FF): The product of current and voltage corresponding to the maximum power point (IMAX VMAX ) divided by the product of short circuit current, ISC times the open circuit voltage, VOC is termed as Fill Factor. The idea about the cell quality is conveyed by the fill factor which typically ranges between 0.7 and 0.8 for good cells. FF 



I M AX VM AX . I SC VOC



2.2 Solar Cell Module and Array Model (I) Series In order to increase the module voltage, N solar cells are connected in series and the module output voltage is given by VOUT  V1 + V2 + V3 + V4 + ··· + VN .N, the number of cells to be connected in series, is decided according to the voltage demand by the load. Some examples are shown of possible series combinations: (A) Similar Solar cells in Series: Using the same three 2 V/1 A solar cells in series, the output voltage is 6 V (2 + 2 + 2) at the same rated current of 1A (Fig. 2a). (B) Solar cells in Series with different Voltage: Three solar cells of different voltage rating are connected in series (2 V/1 A, 3 V/1 A, and 4 V/1 A) yielding the same amperage of 1 A but an augmented voltage of 9 V (2 + 3 + 4) (Fig. 2b). (C) Solar cells in Series with different Voltage and Current: Three solar cells (2 V/1 A, 3 V/2 A, and 4 V/3 A) are connected in series resulting in a voltage
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jump of 9 V (2 + 3 + 4) but the current is restricted to the lowest rating of the module i.e. 1 A here (Fig. 2c). (II) Parallel Connecting N solar cells in parallel increases the output current of the module which is given by IOUT  I1 + I2 + I3 + I4 + ··· + IN N, the number of cells to be connected in parallel is decided according to the current demand by the load. Some examples are shown of possible parallel combinations: (A) Similar Solar cells in Parallel: Using the same three 2 V/1 A solar cells in parallel, the output current is increased to 3 A (1 + 1 + 1) at the same rated voltage of 2 V (Fig. 3a). (B) Solar cells in Parallel with different voltage and current: Three solar cells (3 V/1 A, 5 V/3 A, and 7 V/4 A) are connected in parallel resulting in an increase in current equal to 8 A (1 + 3 + 4) but the module voltage is restricted to the lowest rated i.e. 3 V here (Fig. 3b). In order to increase both module voltage and the current series-parallel combination is preferred. In the photovoltaic module with NP cells branches in parallel and NS cells in series, total shunt resistance in Ohm is equal to,   NP R S H,C E L L R S H,M O DU L E  NS where RSH,CELL corresponds to shunt resistance in one photovoltaic cell, Ohm. Total series resistance is Ohm is given by,



Fig. 2 a Similar solar cells in series b Solar cells in series with different voltage c Solar cells in series with different voltage and current
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Fig. 3 a Similar solar cells in parallel b Solar cells in parallel with different voltage and current



 R S,M O DU L E 



 NS R S,C E L L NP



where RS,CELL corresponds to series resistance in one photovoltaic cell, Ohm. Therefore for a module with NP and NS , we will add RSH,MODULE and RS,MODULE instead of RS and RSH in Eq. (6) of Single Diode Model section. In order to find the specifications of the module the equations already stated in the previous section will be applied and finally, the characteristic curves (I-V and P-V) are obtained according to values of ambient temperature and irradiance [7, 8]. Total short circuit current in the module (in Ampere) is I SC,M O DU L E  (N P )I SC,C E L L where ISC,CELL is the short circuit current of one photovoltaic cell, in Ampere. The open circuit voltage of the photovoltaic module (in Volts) is VOC,M O DU L E  (N S )VOC,C E L L where VOC,CELL is the open circuit voltage of one photovoltaic cell, in Volts [9]. Modules in a PV system are typically connected to form arrays. With MP parallel branches each with MS modules in series, VA is the applied voltage at the terminals of the array and the array current, IA is denoted by IA 



MP 



Ii



i0



where A correspond to the branches number. But I A  M P I M if it is assumed that the ambient irradiation is same on all the identical modules (Fig. 4).
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Fig. 4 Solar cell array with MP parallel branches, with MS modules in series in each branch



2.3 Characteristic Curves of Solar Cell Solar cell I-V and P-V characteristic curves are the input-output analysis of the cell which helps in determining the cell output and solar efficiency. The I-V Curve is a plot of all possible values of output current corresponding to each voltage levels exhibiting an inverse relationship (i.e. the current decreases from a maximum value to zero as we sweep the voltage from zero to its maximum value). In any DC electrical circuit, Power (P) in Watts (W)  the Current (I) in Amperes (A) X the Voltage (V) in Volts (V). Thus the P-V curve is the measure of the output power (product of current and voltage from I-V curve) corresponding to respective voltage levels (Fig. 5).



2.4 Effect of Ambient Irradiance and Temperature The variation of solar irradiation and temperature throughout the day results in different characteristic curves. At fixed temperature, with increasing solar irradiance the maximum power point varies as both the short-circuit current and the open-circuit voltage increase. ISC exhibits a linear variation as more electron-hole pairs are formed but VOC increases marginally with the increase in irradiance. The rate of photon generation increases with the increase in temperature which in turn rapidly increases the reverse saturation current and thus the band gap is reduced. Although this leads to marginal changes in current, the voltage undergoes major changes (roughly around −0.35%/°C or −2.2 mV/°C). Thus temperature acts like a negative factor adversely affecting solar output. Thus with regards to both irradiance and temperature, it can be inferred that temperatures between 26 and 30 °C coupled
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Fig. 5 Ideal IV and PV curve



with high irradiance are necessary for high panel output on sunny days with low temperature [10].



3 Results The characteristic parameters of SUNPOWER A-300 solar cell are used as a reference (Table 1). The four ranges of irradiance used are obtained by dividing the maximum irradiance (approximate) of Kolkata equal to 0.27 Suns into equal ranges and respective maximum power output are evaluated in each case for a single cell and also when switching takes place. This paper widely explains the switching of cells due to varying irradiance and load demand. The same is implemented by MATLAB script and is used as an embedded MATLAB function in SIMULINK. The logic as per which the switching of cells takes is as follows: (I) For an irradiance of a ≤ 0.0675 Suns, 4 solar cells will be operating in parallel. (II) For an irradiance of value in the range, 0.0675 Suns < a ≤ 0.135 Suns, if user defined load demand is less than or equal to 0.5533 W, 3 solar cells will be operating in parallel. Whereas if user defined load demand is greater than 0.5533 W, 4 solar cells will be operating in parallel. (III) For an irradiance of 0.135 Suns < a ≤ 0.2025 Suns, if user defined load demand is less than or equal to 0.7554 W, 2 solar cells will be operating in parallel. If 0.7554 W < user defined load demand ≤1.331 W, 3 solar cells will be operating
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Table 1 Typical electrical performance of SUNPOWER A-300 solar cell a (mono crystalline silicon) Parameter Symbol Value Open circuit voltage



VOC



0.665 V



Short circuit current



I SC



5.75 A



Maximum power voltage



VM AX



0.560 V



Maximum power current



I M AX



5.35 A



Rated power



PR AT E D



3.0 W



Efficiency



η



20.0% minimum



Temperature coefficient of voltage



−1.9 mV/°C



Temperature coefficient of power



−0.38%/°C



a Data



are given at STC: Illumination 1000 W/m2 , Temperature: 25 °C and spectrum of light AM 1.5 [11]



in parallel. When user defined load demand is greater than 1.331 W, 4 solar cells will be operating in parallel. (IV) For an irradiance of a > 0.2025 Suns, if user defined load demand is less than or equal to 0.5602 W, only 1 cell will operate. If 0.5602 W < user defined load demand ≤1.1410 W, 2 solar cells will be operating in parallel. If 1.1410 W < user defined load demand ≤ 1.7115 W, 3 solar cells will be operating in parallel. When user defined load demand is greater than 1.7115 W, 4 solar cells will be operating in parallel. The SIMULINK model (Fig. 6a) operates on the above-stated logic which takes irradiance and load demand as input (shown in the subsystem Fig. 6b, c). The individual scopes in the SIMULINK model give the respective I-V and P-V curves under varying irradiance and load demand. In the plots, the blue color is used for single cell operation and red for multiple cell operation.



3.1 Analysis with Various Irradiance and Load Demand Values Some of the possible cases are: (a) Input Irradiance: 0.0675 Suns, User Defined Load Demand: 0.50 W, Results: Number of cells operating in parallel: 4, 1 cell: PMAX  0.1842 W and ISC  0.4056 A. 4 cells: PMAX  0.7366 W and ISC  1.6225 A (Fig. 7). (b) Input Irradiance: 0.05 Suns, User Defined Load Demand: 0.7 W, Results: Number of cells operating in parallel: 4, 1 cell: PMAX  0.1360 W and ISC  0.3050 A.
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COMPARATOR (>0.2025)



0.27



NUMBER OF CELLS1- 2-3-4 Out1 Out2 Out3



In1



IRRADIANCE



In2



I-V PLOT 1-2-3-4



P-V PLOT 1-2-3-4



PV(1-4) 0 1.8



COMPARATOR (>0.135)



USER DEFINED LOAD DEMAND



Out1



In1



COMPARATOR (0.5602) ( G( pi ) then pi  xi (t + 1) If G(xi (t + 1)) > G(gi ) then gi  xi (t + 1) . Step 4: As the process ends gbest gives the prime estimate of the disturbance estimator parameters and setpoint tracking controller parameter [12, 13, 18].



5 Harmony Search Algorithm Harmony search is a music-based metaheuristic optimization algorithm. It is seen that the aim of music is to achieve for a sublime position of harmony. The venture
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to get the harmony in music is as equivalent to achieve optimality in an optimization problem. A music virtuoso always intends to produce a piece of music with perfect harmony. The process goes similarly for an optimization process to find the best solution available for the problem under the given cost functions and restricted to constraints and other inequality. The procedure of harmony search is shown below [15]. STEP 1: The HM (Harmony Memory) is generated. This generated matrix has the solutions for the problem discussed in Sect. 2.1. The content of the matrix is generated randomly. STEP 2: A set of solution is created from the HM [x1 , x2 , . . . xn ] and each component of the solution is based on harmony memory (HM) considering rate (HMCR). The HMCR is the probability of selecting a component from the HM. The solution is further muted according to pitch adjustment rate (PAR). The PAR decides the probability of a candidate from the HM to be metamorphosed. Thus the phenomenon is similar to the production of the progeny. STEP 3: Update the HM. The new solution from Step 2 is evaluated. If it yields a better fitness than that of the worst member in the HM, it will replace that one. Otherwise, it checks out. STEP 4: Repeat Step 2 to Step 3 until the maximal number of iterations, is met [15].



6 Grey Wolf Optimization The GWO algorithm adopts the leadership level and hunting strategy of grey wolves and is proposed by Mirjalili et al. in 2014. Four types of grey wolves such as alpha, beta, delta, and omega are employed for simulating the leadership levels. In addition, three main steps of hunting, searching for prey, encircling prey, and attacking prey, are implemented to perform optimization. The algorithm is as follows [16]. STEP 1: The Pack of grey wolves (prospective solutions), ‘N’ and a guess for no of required iteration, ‘N iter ’ is being entered by the end user for the cost optimization problem. STEP 2: With, xα , the initial pack position, the value of f (xα ) is calculated. STEP 3: Based on the fitness value the grey wolves are categorized as α, β, δ. STEP 5: The looping process is started until cessation condition is met. STEP 6: Another looping process is started for all successive wolf j attached to the pack. STEP 7: The place of the wolf is amended by the following relationship: − → → → x1 + − x2 + − x3 − → x (t + 1)  3 This marks the end of step 7.
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STEP 8: Amend the trade-off parameter ‘a’ using the formula a  2 − t Max2I ter , A  2ar1 − a, C  2r2 a, the parameter ‘a’ is the deciding factor between investigation and profiteering between the pack. The parameter A and C are vectors that represent the position or solutions of the prey or the problem cast. STEP 9: The cost function is again examined with this value of position, β, and δ are updated. This Marks the End of Step 5. α, β are subjected as the best solution for control problem cast [16, 18].



7 Results and Discussions On simulating the above four optimization algorithms, the comparative performances of the unstable system [1] have been illustrated in Fig. 4. Example 1. Consider the unstable time delay process as in [1]. G p (s) 



4e−2s 4s − 1



For the above plant the set point tracking controller and disturbance estimator designed is as follows. G c (s) 



s + 0.75 2s + 1



Keeping the tuning Parameter λc  2 and F(s)  0.5186 +



1 + 0.4s 32.7873s



A unit step input is added at t  0 and an inverse step load disturbance with magnitude 0.1 is added to the process input at t  30 s [1].



Fig. 4 Comparison of responses of four tuning algorithm for Smith predictors
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Table 1 Computed estimator/controller parameter values for the unstable system Name of algorithm Ant colony Particle Harmony Grey wolf algorithm swarm search algorithm optimization algorithm Estimator/controller parameters G p (s)  4e−2s 4s−1



Kp



0.61274



0.6529



0.61274



0.6529



Ki



0.045864



0.0941



0.0941



0.0941



Kd



0.69508



0.6392



0.69508



0.6392



λc



0.36121



0.0305



0.0305



0.0305



The computed values of the estimator/controller parameters in different optimization methods have been given in Table 1. The above algorithms had also been tested for the single tank system [7–11] with delay. The comparative performances for controllers optimized using four above algorithms have been shown in Fig. 5 and the corresponding values of the computed estimator/controller parameters have been shown in Table 2.



8 Conclusion This paper adduces a tuning procedure of smith predictor based on Liu et al. [1] model for time-delay systems using four different evolutionary algorithms. The optimization process tuned the disturbance estimator and setpoint tracking controller minimizing



Fig. 5 Response Smith predictors for a single tank system with time delay
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Table 2 Computed estimator/controller parameter values for stable liquid level system Name of algorithm Ant colony Particle Harmony Grey wolf algorithm swarm Search algorithm optimization algorithm Estimator/controller parameters G p (s)  5380 −2s 1+204s e



Kp



0.0253



0.0242



0.0244



0.024259



Ki



0.0063



0.0059



0.0061



0.0059498



Kd



0.0243



0.0221



0.0226



0.0221



λc



0.0714



0.0890



0.0786



0.078584



the performance index ITAE. The responses for all the cases show improved rise time and disturbance rejection than that reported by Liu et al. The obtained outcome had improvised the reported results even though a little peak is observed but it is within 5% of the desired result so it is quite acceptable. Further development in the stabilizing controller and setpoint tracking controller may improve the results in terms of settling time and disturbance rejection.
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On-line Adaptation of Parameter Uncertainties of a Practical Plant Employing L1 Adaptive Controller Roshni Maiti, Kaushik Das Sharma and Gautam Sarkar



1 Introduction Adaptive controllers are introduced to handle system with uncertainties, time varying disturbances and nonlinearities. Different types of adaptive controllers such as model reference adaptive sliding mode control [1], fuzzy adaptive controller [2, 3] are used to control different types of systems. Adaptive controller [4] estimates the uncertainties present in the system and adapt them to produce control signal. Error between the output of the reference model and system is used to produce adaptation law and the controller reduces the error asymptotically is commonly known as direct adaptive control whereas when the system parameters are dynamically estimated to produce adaptive law and control signal is called indirect adaptive control [5]. Conventional model reference adaptive controller (MRAC) [6] has some disadvantages like slow transient performance, dependency upon systems input etc. To cope up with such problem in the year of 2006 Cao and Hovakimyan introduces a novel adaptive controller named as L 1 adaptive controller [7] inserting a filter to eliminate the high frequency introduces into the control signal due to high adaptation rate. They guarantee high robustness and stability with quick transient performance [7]. Different systems such as aircraft [8, 9], single-link armed robot [7] are controlled using L 1 adaptive controller in simulation environment efficiently. It is very much important to validate a controller in real life experimentation. Now in this paper the effectiveness of this method is tested in real time environment. A dc motor is R. Maiti (B) · K. Das Sharma · G. Sarkar Department of Applied Physics, University of Calcutta, Kolkata, India e-mail: [email protected] K. Das Sharma e-mail: [email protected] G. Sarkar e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_30



351



352



R. Maiti et al.



tested with different trajectories to justify the quick transient performance with high robustness in real time. L 1 adaptive controller at first estimates the uncertainties, unknown constant present in the system and then adapt those and produce control signal [10, 11]. Rate of adaptation is made high to give swift transient performance. Robustness is also guaranteed by use of low pass filter and projection operator. To obtain non-adaptive parameters of L 1 adaptive controller a well known stochastic optimization technique named as particle swarm optimization (PSO) [12, 13] is used. Adaptive parameters are adapted online continuously in each time step to give desired results. There are a very few literature where L 1 adaptive controller is tested online. Maalouf et al. [11] test L 1 adaptive controller in real time experiment to control an AC-ROV submarine which is an under-actuated underwater vehicle. They augment L 1 adaptive controller with proportional integral (PI) controller to drastically reduce the tracking time lags. Here in this proposed method no other controller is required in conjunction with L 1 adaptive controller to get proper controlling parameters. In simulation environment PSO is giving the optimal parameter setting which is capable of controlling systems without using any further with L 1 adaptive controller. This naturally reduces the online computational burden as well as computational time which are of great importance. The paper is arranged as follows. Second section lights up on L 1 adaptive controller architecture. Third section describes the L 1 adaptive controller implementation in online mode with two sub section as inclusion of model uncertainties, online L 1 adaptive controller. Experimental results are tabulated and depicted in section four. Discussion and conclusion ends up the paper in fifth section.



2 Problem Formulation 2.1 L1 Adaptive Controller Architecture L 1 adaptive controller shows in Fig. 1 comprises of system with time varying uncertainties, disturbances, unknown constant in it, predictor, adaptive law block and controller with low pass filter. Cao and Hovamikiyan clearly describe the different parts of it [7]. State predictor predicts those uncertainties and estimates them in adaptive manner with some adaptive law derived from Lyapunov stability criteria. Control signal will produce and filtered to remove high frequency introduced due to high adaptation gain and given to the system. The state predictor [7], described by this equation T ˆ + θˆ (t)x(t) + σˆ (t)) x˙ˆ  Am xˆ (t) + b(ω(t)u(t)



(1)
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Fig. 1 Architecture of L 1 adaptive controller



ˆ ∈ gives the adaptive estimates of unknown constants, ω(t) ˆ ∈ ; uncertainties, θ(t) n  ; time varying disturbances σˆ (t) ∈  present in the system model described by these equations, x˙ (t)  Am x(t) + b(ωu(t) + θ T (t)x(t) + σ (t)) x(0)  x0 ,



(2)



y(t)  c x(t)



(3)



T



where, Am is the Hurwitz matrix ∈ n×n . b ∈ n , c ∈  are known constant vector. x is the state vector ∈ n . u is the control input to the system ∈  and y ∈  is the output of the system. ω is the unknown constant ∈ , θ ∈ n is the unknown uncertainties and σ (t) ∈  is the time varying disturbances present in the system. The adaptation law can be derived from the stability analysis of the system. The Lyapunov equation for this system is:  1  1 ˆ θˆ (t)  x˜ T (t)P x˜ (t) + ω˜ T (t)1−1 ω(t) ˜ v x˜ (t), ω(t), 2 2 1 T 1 ˜ + σ˜ T (t)3−1 σ˜ (t) + θ˜ (t)2−1 θ(t) 2 2



(4)



where, x˜  xˆ − x is the state error vector, ω˜  ωˆ − ω is the error for unknown constant term, θ˜  θˆ − θ is the error for unknown uncertainties and σ˜  σˆ − σ is the error of disturbances.
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The derivative of it is:   1 T 1 ˙ˆ v˙ x˜ (t), ω(t), ˆ θˆ (t)  x˙˜ (t)P x˜ (t) + x˜ T (t)P x˙˜ (t) + ω˜ T (t)1−1 ω(t) 2 2 T ˙ˆ + σ˜ T (t) −1 σ˙ˆ (t), + θ˜ (t)2−1 θ(t) 3



(5)



From Lyapunov stability theorem it must hold that v˙ < 0 to make the system stable. Satisfying the above stability condition the adaptive law will be as follows: ˆ −˜xT (t)Pb u(t)) ω(t) ˆ˙  1 Proj(ω(t), θ˙ˆ (t)   Proj(θˆ (t), −x(t)˜xT (t)Pb) 2



σ˙ˆ (t)  3 Proj(σˆ (t), −(˜x (t)Pb) ) T



T



(6) (7) (8)



Now, the projection (Proj(,)) operator [14] will limit the values of adapted parameters. Therefore, all the terms with adaptive parameters of Eq. (5) are bounded and they belongs to some compact set [ω θ σ ] ∈ [  ]. The state error vector Lim x˜  0 as t → ∞. Therefore, v˙ will become 1.0. ABPI 0.5 and x



(6)



(n)



From the station specific measured data, empirical distribution is calculated using Eq. (6). This distribution is used to develop the GEV model by fitting the Eq. (1). Each GEV model will have specific set of {k, m, s} values.
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2.2 Probabilistic Methodology for Estimate the Model Uncertainty The GEV model is three parameter (i.e., k, m, s) continuous distribution function. While fitting the Eq. (1) with measured data, it is obtained the mean value of three parameters along with their standard deviation. Model uncertainty is the estimation error due to the variation of the model parameters (i.e., k, m, s) not for the input parameter such as wind speed. Probabilistic method has been used to estimate the model uncertainty. In this method, random sample has been taken uncertainty domain of three parameters with normal distribution. The model uncertainty analysis methodology has been shown in the Fig. 1.



2.3 Statistical Aggregation Methodology Four stations generate the four GEV models with different set of three parameters (i.e. k, m, s). Average model from these three models has been generated weighted average of quantile data of each model. Quantile data is mathematically represented as inverse of the Eq. (1). Mathematically the quantile information is represented in Eq. (7).  s s + (− ln F)−k (7) x  m− k k For a given ‘F’, four values of ‘x’ can be generated for four models using Eq. (7). If the weight given for each model is ‘w’, then the average value of ‘x’ will be as given in Eq. (8). x¯ 



w1 x 1 + w 2 x 2 + w 3 x 3 + w 4 x 4 w1 + w2 + w3 + w4



Fig. 1 Model uncertainty analysis methodology



(8)
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Fig. 2 GEV models for four stations



Weights can be decided based on various attributes such as the distance of the measuring station from the site, no of data points available and reliability of the data, etc. Weights can also be generated based on expert elicitation method/process. The average value of ‘x’ will be generated for different value of ‘F’. These data can be used to regenerate the average model of four models. The average GEV model will have different set of three parameter data compared to the four station wise GEV models. The generated average model preserved the statistical property of the GEV.



3 Results and Discussions Year wise maximum wind speed data given in km/h unit for four stations have been plotted in the Fig. 2. The distribution functions for four stations are different due to different value of shape parameter, location parameter and scale parameter in the probability density function for wind speed. It is noted that the lowest 50th percentile value is found in the measured data in station#1. Highest 50th percentile value is found in station#3 data. Station#1 and station#3 have enveloping distribution function for the range of wind speed from 10 km/h to 80 km/h. Station#2 and station#4 follow the distribution in between the enveloping distribution of station#1 and station#3. Each data have been fitted with GEV distribution function as given in Eq. (1) in Sect. 2.1 to obtain the shape parameter, location parameter and scale parameter. The estimated mean value and standard deviation of these three parameters are given in Table 1. The goodness of fit has (i.e. R 2 ) also been included in the Table 1. The best fit is obtained for the station#1 with R 2  0.99441. Highest shape parameter is found in station#1 GEV model equal to 0.37957. Lowest shape parameter is found to in station#4 GEV model. However, highest scale parameter is found in station#3 GEV model. Lowest scale parameter is found in station#1 GEV model.
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The variation of three parameters in GEV model may change the model prediction. The model uncertainty due to the standard deviation of three model parameter as given in Table 1 has been assessed using probabilistic methodology. Samples of three parameter data set (k, m, s) have been generated from their uncertain domain considering normal distribution represented as N (μ, σ ). Model uncertainties for four GEV models due to the three parameters have been shown in the Fig. 3. Solid line for each model corresponds to the mean value of three parameters of each model. Scatter data represent the variation of distribution function due to the model uncertainty. It is noted that the model uncertainty is found to be higher in the fourth quantiles. These uncertainties are strongly dependent on the variation of scale parameter. Highest model uncertainty is found for station#3 due to its highest standard deviation of scale parameter (i.e. 4.85% of its mean value). Lowest model uncertainty is found to be for station#1 due to the lowest standard deviation of scale parameter (i.e. 2.45% of its mean value). For the statistical aggregation needs weights of individual GEV models. In this statistical aggregation study, equal weights are given for the each GEV model. The estimated average GEV model is shown with circular symbol in Fig. 4. It is noted that the average GEV distribution follows in between the four individual GEV models. Again this average GEV model data has been fitted with GEV distribution function to obtain the three parameters. The estimated three parameters i.e. k, m, s are −0.04216, 34.9559, 6.34007 respectively.



Table 1 GEV fitting coefficients for all stations data Station



k ± σk



Station#1 0.37957 ± 0.04058



m ± σm 21.70738 ± 0.05952



s ± σs



R2



4.29915 ± 0.10526 (2.45%) 0.99441



Station#2 −0.25144 ± 0.06549 41.53716 ± 0.12877



4.99275 ± 0.1987 (3.98%)



Station#3 0.04002 ± 0.07333



8.88294 ± 0.43103 (4.85%) 0.98973



46.87266 ± 0.20452



Station#4 −0.42759 ± 0.05479 29.8647 ± 0.13544 Fig. 3 Model uncertainty due to variation of model parameters



0.98143



7.02751 ± 0.23419 (3.33%) 0.98832
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Fig. 4 Average GEV model with statistical averaging



4 Conclusion Wind data collected from four measuring stations are used to carry out extreme value analysis. Year wised extreme data are fitted with generalised extreme value distribution function that results model. The lowest 50th percentile value is found in the measured data in station#1. Highest 50th percentile value is found in station#3 data. Model uncertainty due to the variation of model parameters is also estimated. The model uncertainty is found to be higher in the fourth quantiles. These uncertainties are strongly dependent on the variation of scale parameter. Highest model uncertainty is found for station#3 due to its highest standard deviation of scale parameter (i.e., 4.85% of its mean value). Lowest model uncertainty is found to be for station#1 due to the lowest standard deviation of scale parameter (i.e. 2.45% of its mean value). Multiple models are developed for each measuring stations. A methodology for statistical aggregation of multiple models is developed with preserving the statistical properties and demonstrated with considering four measuring stations. The average GEV model is developed with model parameters i.e., ‘k’, ‘m’, ‘s’ equal to -0.04216, 34.9559, 6.34007 respectively.
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1 Introduction The improvement of mixing in laminar flow is the major challenge to deal with microfluidic. However, the astonishing characteristic of microfluidic is smallnesshaving dimension ranging millimeter to microns μ. Such miniature technology allows the small volume of order of micro to nano-liter. The growing availability of the devices allows miniature technology that has reliable capability to deal with Micro-electro-mechanical system (MEMS), Lab-on-chip devises to analyze the biological and chemical applications outcome. In chemical engineering, some reactant/solvent is inadequate in the nature. To carry out such investigations, of small volume of those samples require large interfacial area to bring two species together as well as to generate instability in a micro-device. The generated instability could help to perform mixing process inside the micro-channel in which flow can be insensitive to accept turbulence. In laboratory, the surface of the micro-devices may not be smooth, rather rough. Therefore, requires strong driving force to transport the sample species through the rough micro-channel. Because roughness along can induce pressure perturbation in bulk flow to conserve the rate of mass transfer. Electrokinetic transport phenomenon- one of the fast growing ubiquitous community- has been receiving immense attraction dealing with electronics micro-fabrication. The micro-electro mechanical process is critical when mixing plays a major part. Inside the microchannels, the flow remains in a laminar regime where mixing only occurs at molecular level (molecular diffusion) at somewhat reduced rate. In this present study, our aim is to generate and enhance turbulence incorporating the both N. N. Anika (B) · L. Djenidi Discipline of Mechanical Engineering, School of Engineering, University of Newcastle, Callaghan NSW-2308, Australia e-mail: [email protected] L. Djenidi e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_55



623



624



N. N. Anika and L. Djenidi



active and passive methods which can help to increase the exchange area as the best strategy to prolong mixing at Reynolds number much lower than its critical value (Re < 10.). Relatively recent numerical work of [1] observed that the conservation of energy in the process of effective mixing occurred in the combination of active and passive mixer. The strategy was to develop turbulence in the rough wall with an active triggering of jets at low Reynolds number Re  700. The flow was driven by the pressure difference and the parabolic profile of velocity eventually affected by the interaction of local turbulence. Our present simulation study is motivated by the aforesaid work of [1] to accelerate mixing process at low Reynolds number Re ≤ 7 where the active method is replaced by an external electric force. Also, the computational domain has been fixed with parallel plates separated by a distance h, h being the height of the channel. The surface of both the channel’s walls is roughened by 2D square bars. The height of the roughness is denoted by k. The ratio between heights is numerically fixed at 2k/ h  0.1. The separation p between roughness elements is homogeneous for both walls. Leonardi et al. [2] investigated fully developed turbulent flow with transverse square roughness only at the bottom wall. They performed three dimensional numerical parametric studies on p/k ranging from 0.33 ≤ p/k ≤ 19 to aid optimizing the value ( p/k  7) at which viscous drag can be minimum. Form drags helped to inject turbulence having nearly zero viscous drag. The ratio of roughness to channel height was fixed at 2k/ h  0.1 to reduce the blockage effects in the main channel flow. In our study, the separation is 4 times of the height of the roughness elements at Re  7 (based on h/2; half height of the channel). As the increasing of p/k, the viscous drag reduces. And p/k  4 is the transitional value to get viscous and form drag due to the presence of induced pressure around each roughness elements. Hu et al. [3] carried out finite-volume method to investigate electro-kinetic transport phenomena on rough channel at micro-scale. Symmetric and asymmetric arrangements of roughness elements have been considered where the 2k/ h ratio varies between 0.2 ≤ 2k/ h  0.4. From their study, it can be concluded that the induced pressure around the 3D roughness elements reduces the electoosmotic flow rate and the effects were immense with further increase of roughness height. For symmetric arrangement, the author had less consideration reducing the blockage effect of the roughness elements. At our best knowledge, there was no study performed regarding electroosmotic microchannel flow to enhance mixing considering 2k/ h ≤ 0.2. Motivated by the aforesaid knowledge gap, a direct numerical simulation is performed to investigate the electrically forced two-dimensional channel flow driven by pressure including both active and passive methods unitedly. The passive method involves the roughness elements where the channel height is 10 times bigger than the height of roughness element to neglect the blockage effect on the electric flow field. Numerical studies have been carried out on both smooth and rough channels to see the effect of external force on roughness elements. Also, the calculations have been analyzed for p/k ranging from 3 to 7 with electric field strength.
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2 Numerical Procedure A direct numerical Simulation is performed based on novel numerical scheme Lattice Boltzmann method (LBM). The evolution equation of Lattice Boltzmann model results a macroscopic velocity filed which solves Naiver-Stokes equation of second order accuracy with sufficient amount of lattice symmetry. Boltzmann equation discretized on a lattice to construct a kinetic model that describes the underlying physics of mesoscopic averaged properties. In this study, the two-dimensional square lattice model has been discretized on continuous Boltzmann equation. The lattice model is composed of D2Q9 four particles (i  1, 2, 3, 4) directed along vertical and horizontal directions, another four (i  5, 6, 7, 8) are directed diagonally and one particle at rest (i  0) residing at the center of that square lattice. Therefore for D2Q9 lattice model, there are three different velocities and abscissas acting to describe the corresponding weighing factors ωi . e0



e1



e2



e3



e5



e6



e7



ex



0



1



0



−1



e4 0



1



−1



−1



e8 1



ey



0



0



1



0



−1



1



1



−1



−1



and



ωi 



4 9



for i  0



1 9



for i  1, 2, 3, 4



1 36



⎫ ⎪ ⎪ ⎪ ⎬



⎪ ⎪ ⎪ for i  5, 6, 7, 8 ⎭



For the evolution equation of lattice Boltzmann model with external force term of local collision operator, we always present the general form. The equation readsf i ( x + ei ∇t, t + ∇t)  f i ( x , t) −



 1 eql f i ( x , t) − f i ( x , t) + Fi τ



(1)



In the above equation Eq. [1], f i denotes the microscopic distribution function of ith discrete velocity nodes of the set of microscopic velocities (ei ), position ( x) and time (t). The gradient, ∇ is the representation of position and velocity spacing and  denotes the frequency of collision,   τ1 where, τ  3ν + 21 represents relaxation time due to the collision. v is the kinematic viscosity. The right-hand side represents the Bhatnagar-Gross-krook collision approximaeql tion. The equilibrium distribution function f i for 2D nine velocities can be written as u u )2 3ei . 3u 2 (ei . eql − 2 f i  ωi ρ 1 + 2 + 9 (2) c 2c4 2c
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t where c the lattice speed denoted by c  x . Fi : an electrical force term can be expressed as



 ei − u  eql (3) Fi  ωi ρe E fi ρcs2



is the sound speed, for D2Q9, cs  1, ρ is characteristic fluid density  cs f i . ρe defines the net charge ρ f i , u is the macroscopic velocity ρu  density. For single ionic bond, the ρe reads  zeψ ρe  (−1)ze2n 0 sinh (4) kb T The all physical parameters have their usual meaning. Noticed that all qualities have been expressed in the lattice units [4]. Here, n 0  c0 N0 is the bulk ion concentration with c0  1.0 × 10−7 mole/volume, Avogadro number, N0  6.023 × 1023 . This study solves thin electric double layer to develop a plugged-like (zero at the centerline and maximum at the wall) electrical potential ψ. As soon as we received ψ, the external electrical field ( E volt/length) applied along the stream wise direction. At the inlet and outlet, we put ∇ψ to force the EOS flow. For hydrodynamics boundary condition, periodic condition implemented along stream wise direction and no-slip at the wall. The Reynolds number  is calculated based on half-height of channel h/2, mean centerline velocity U¯ c and viscosity and the value at about Re  7. The velocity boundary condition based on non-equilibrium distribution of bounce-back [5] has been invoked. For calculating the net charge density, the zeta potential at the wall region of electric double layer (EDL) is about ψw  −0.027 Volt. The external electric field strength is about 2.7 V per length. The computational domain is two dimensional having mesh size hπ × h. 2D mesh increments are x  t  1. The macroscopic velocities have been calculated with the presence of electric potential everywhere in between both smooth and rough walls. The smooth wall simulation runs for longer time for single species fluid density with external electric force and results have been taken as a reference which helps understanding the effects of electro-osmotic flow on rough micro-channel.



3 Results and Discussions In present LBM model, all the statistical analysis has been performed with ensemble averaged calculations. The time averaged kinetic energy has been calculated against time variation first. It is clearly evident from the Fig. 1 that the thin electric double layer and the distribution is maximum at the wall and zero at the middle of the channel’s height for a given small electro-static zeta potential, ψw . The ψw is homogeneous and equal for both the walls and so for the roughness elements.



Electroosmotic Effects on Rough Wall Micro-channel Flow Fig. 1 Distribution of electric potential across the channel
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Fig. 2 Mean electroosmotic flow (EOF) profile, black: smooth wall Poiseuille flow; blue: smooth wall with potential; red: rough wall EOF flow and green: rough wall without EOF
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In Fig. 2, the linear axis represents the mean velocity normalized by Ub -the bulk velocity. The profile of mean velocities reveals the better understanding at the near wall region where the entire mechanism relies on. It is clearly depicted that the mean velocity for smooth channel flow without any external force is the Poiseuille distribution with a peak value at the center of the channel. The peak is transformed by a flatness at the middle of the channel for the EOF on both smooth and rough wall. The situation is more pronounce on the smooth wall (symbol with blue symbol line in Fig. 2) as compared to the rough wall (red line symbol). This transformation is due to the presence of electric field on the near wall EDL region [6]. 2k ratio has been examined first on rough wall for p/k  3.7 The effect of h with EOF across the channel. Figure 3 presents the visualization of velocity flow 2k direction and their corresponding vectors for varies form 0.2 to 0.1, where the h
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Fig. 3 Instantaneous velocity-contour and vector repetition of u and v on rough wall EOF channel 2k 2k flow. a, b  0.2 and c, d  0.1. And p/k  3.7 h h



other parameters are kept exactly same. To stress out better the results have been magnified in between 2.25 ≤ 2x/ h ≤ 3.05 along the stream-wise direction. The strong ejection on the crest of elements and suction at the cavity occurred in the flow filed at the vicinity of top and bottom walls. In between two consecutive elements, the flow is strongly disturbed by the electric field. Far from the wall, the flow behavior is most likely laminar but contains small oscillation due to the external electric field 2k  0.1 as we see in Fig. 3c, d. The EOF strength. The effects are also present for h is disturbed only at the wall region in a small amount compared to the rough wall 2k  0.2) EO flow but large compared to the rough wall laminar flow (Fig. 3a; h (not shown here). For better understanding, it would worth to calculate r ms for these cases. Figure 4 showed the root-mean-square of the velocity fluctuations. It is clearly evident that the mean centerline fluctuation is less in magnitude to that of wall fluctuations. As we see that at y/ h  0 (bottom wall) and y/ h  2 (top   wall), the 2k   0.1 . u 1 (u r ms ) is maximum. The fluctuation is less evident on the rough wall h 2k It can be well understood that for the rough wall at  0.2, there is a possibility to h
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Fig. 4 Root mean square of the (with electro-osmotic on smooth and rough wall) velocity fluctuation   u 1  u r ms . Black symbol: 2k  0.2 and p/k  3.7; h 2k green symbol:  0.1 and h p/k  3.7; blue symbol: smooth wall EOF flow
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achieve turbulence-like motion where there is nearly zero instability for rough wall Poiseuille flow (not shown here). With the increase of separation distance between two roughness elements ( p/k  6.7) there was more interfacial are to exchange energy but comparatively low in magnitude. It is obvious that the EOF feels the surrounding pressure from the dipole roughness elements better for the case when the ratio lies between 3 ≤ p/k ≤ 4 for 2k  0.2. h



4 Conclusion A direct numerical study based on novel technique Lattice-Boltzmann model have been carried out to simulate the electric potential distribution on rough wall channel flow at Reynolds number Re  7, based on half height, h/2 and mean centerline velocity. The simulation not only suggested that the effect of EOF changes with separation length to height ratio of roughness elements but also the mean velocity 2k ratio. There lies a great possibility that the mixing can affected by shear layer for h be achieved at laminar micro-channel by generating turbulent-like motion actuated by the combination of passive and active method of mixing. The EOF based on thin electric double layer that has been observed by analyzing the root-mean-square fluctuation velocities and flow visualizations. The parameters 3 ≤ p/k ≤ 4 and 2k  0.2 showed us better effect of EOF on rough microchannel that could help h minimize the blockage effects on microfluidic based application outcomes. In future, it would be interesting to investigate the electroosmostic effects on laminar flow in the presence of wall jet following the recent paper of Anika et al. [7].
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Comparative Study on Fuzzy Based Linearization Technique Between MATLAB and LABVIEW Platform Joyanta Kumar Roy and Bansari Deb Majumder



1 Introduction In the process industry like the power plant, Boiler drum level is one of the critical parameters to be measured and controlled. The boiler is a process where water is converted into steam, and the steam is used to turn a steam turbine and eventually electricity is generated. Water level control is an essential parameter for operation of boiler efficiency. Different techniques like conductivity probe type, sight gauges, magnetic type level transmitters etc. are the sensors preferred in boiler drum level measurement [1–3]. Unfortunately boiler drum level control is complicated by changes in electrical load requirements or variation in the fuel and air supply. All the available methods of measuring the boiler drum level is discrete in nature. Admittance type level transmitter is a continuous method which can be implemented in boiler drum level measurement. It can be both single electrode type and double electrode type method of level measurement [4, 5]. But because of the presence of its significant cross sensitivity of liquid temperature and liquid property, the analysis is not accurate [6, 7]. Hence a suitable tool needs to be developed to eliminate this cross-sensitivity effect. Linearization is the method of error removal from the measured value of the process parameter. Fuzzy based linearization using MATLAB and fuzzy based linearization using LABVIEW [8, 9] in the earlier work which found to be satisfactory. In this work, a comparative study has been made between the two advanced linearization methods. From the competitive data, the optimum way of linearization has been developed. J. K. Roy (B) MCKV Institute of Engineering, Kolkata, India e-mail: [email protected] B. D. Majumder Department of Electronics and Instrumentation Engineering, Narula Institute of Technology, Agarpara, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_56
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Table 1 Input and output variables for fuzzy based linearizer in MATLAB platform Input variable Output variable Admittance without error Admittance with the effect of temperature



Corrected admittance value



Admittance with the effect of ionic concentration



Fig. 1 Fuzzy-based linearizer in Matlab window [8]



2 Fuzzy Based Linearization in MATLAB Fuzzy logic deals with knowledge-based computation technique [10, 11] can be suitable for linearization, error analysis and elimination [8]. Fuzzy linearizer includes input variables, rule base or inference engine and output variables. There exist knowledge-based systems which related the nature of input and output variables in different condition. In this linearizer, three inputs are given from the experimental setup. And the fuzzy-based linearizer is generating one output. So, in this fuzzy model, there are three input variables and one output variable shown in Table 1. The fuzzy based linearizer is designed in MATLAB window as shown in Fig. 1. In the window, the input variables are fed to the fuzzy inference engine. The FIS consists of the rule base, and the rules are set according to Mamdani rules of the fuzzy system. The fuzzy data generated by the FIS is defuzzified to create crisp value. The method of de-fuzzification used is centroid method of defuzzification. After defuzzification, the crisp data is generated and recorded finally. The membership functions define each of the input variables and these membership functions are framed according to the relation of the variables. Now the rule base is set following the Mamdali rule. Finally, the corrected admittance value is recorded



Comparative Study on Fuzzy Based Linearization Technique …



633



Fig. 2 Comparison between fuzzy corrected versus ideal admittance versus measured admittance value keeping temperature constant [3]



Fig. 3 Comparison between fuzzy corrected versus ideal admittance versus measured admittance value keeping ionic concentration constant [8]



from the output window. The recorded data of corrected admittance value is plotted against the error admittance keeping either temperature or ionic concentration constant. Figure 2 shows the graph of ideal, actual and corrected fuzzy admittance data at the constant temperature of 21.9 ° C. Similarly, Fig. 3 shows a graph of ideal, actual and corrected fuzzy admittance data at constant ionic concentration of 0.184TDS. The statistical analysis was made on data available from Matlab base simulation and is shown in Table 2.
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Table 2 Comparative Statistical analysis of Level measurement error MATLAB based analysis Corrected, ideal and measured Corrected, ideal and measured admittance (Temperature admittance (Ionic constant) concentration constant) Min. Error Max. Error Standard deviation



0.075 0.0459 0.0769



−0.2337 0.0673 0.0904



Fig. 4 Rule viewer page of fuzzy system designer [9]



3 Fuzzy Based Linearization in LABVIEW The real-time data from the admittance lever transmitter is acquired using NI-DAQ and send to the personal computer. In the personal computer, the LABVIEW software is installed. Labview is a software platform of National instruments (NI) for analysis of data and plays a very vital role in virtual instrumentation. In the NI Labview 2013 version, the fuzzy system designer is selected from control design and simulation toolbox. In the fuzzy system designer, the input variables and output variables are chosen as per Table 1. In the next step, the rule base between the fuzzified data is set as shown in Fig. 4.
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Fig. 5 Test system window [9]



After simulating the test system, the output values can be recorded and stored for further analysis. Figure 5 shows the test system of the fuzzy designer. NI Labview has two programming window. One is block diagram window where the program is to be written, and other is front panel window where the result is to be analyzed. The block diagram window of the fuzzy-based linearizer is shown in Fig. 6. In the block diagram window, all the input variables are given to the Fuzzy based linearizer. The input values are acquired through NI DAQ 6211 card. The output of the fuzzy-based linearizer is corrected admittance value. The data generated can be recorded in an excel file using the write to measurement block. Figure 7 shows the front panel window of indicators of input and output values. From the front panel window, the corrected value of admittance can be noted. Now the comparison chart has been prepared for the fuzzy corrected value and the ideal value of admittance data generated from fuzzy based linearizer in Labview. The data are recorded by considering the parameters of temperature and ionic concentration which is shown in Figs. 8 and 9. In Fig. 8, the temperature is kept constant at 24.3 degree Celsius. The ionic concentration is varied, and corresponding corrected admittance value is recorded. The same method is repeated maintaining the ionic concentration constant at 0.203TDS, and the temperature is varied. Eventually, the corrected admittance data is recorded.
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Fig. 6 Block diagram window [9]



Fig. 7 Front panel window [9]



The statistical comparison is listed in Table 3.
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Fig. 8 Comparison chart at fixed temperature [9]



Fig. 9 Comparison chart at fixed ionic concentration [9]



Table 3 Statistical analysis chart LABVIEW based analysis Comparison of corrected, ideal Comparison of corrected, ideal and measured admittance and measured admittance (Temperature constant) (Ionic concentration constant) Min. Error Max. Error Standard deviation



0.063 0.0329 0.0543



−0.0327 0.0345 0.0652
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4 Conclusion The statistical analysis has compared the two methods of fuzzy based linearizer. From the data of Tables 2 and 3 it can be concluded that MATLAB is much better for computation than LabVIEW. The classical program code is much more suitable for calculations than block diagrams. On the contrary, the most significant advantage of LabVIEW is fast and simple construction of the graphical user interface that facilitates the updating of parameters (no need to interfere with the code) and elegant presentation of the results. Comparing the LabVIEW, the Creation of a comparable user interface in MATLAB may be more painful and limited. The another advantage of LabVIEW is that most MATLAB functions, that are accessible from LabVIEW via the MathScript Node, which can pass data to m code, execute it and get results back. Hence LabVIEW based linearizer has more advantage. From the comparative study, it has been found that in both cases (offline in/Matlab and online in Labview) accuracies of the measurement is very close to each other. Therefore the NI Labview in real-time analysis, the accuracy will be good enough in developing physical level measuring instrument using admittance method. It can be incorporated into the measurement system by real-time basis. With the help of NIDAQ 6009, the real-time data can be acquired. It has the advantage of signal analysis and processing simultaneously. In the later stage cross sensitivity effect of the sensor can be used to measure three different parameters simultaneously. This phenomenon is called multi-function sensing. In the future work, the primary focus will be on the development of multifunction sensor. Some of the researchers [12] already started developing a multifunction sensor for level measurement in industrial applications. Hence this is the significant area of research in the recent days.



References 1. W. Skierucha, Time Domain Reflectometry: Temperature-dependent Measurements of Soil Dielectric Permittivity, in Electromagnetic waves (Institute of Agrophysics, Polish Academy of Sciences, Poland, 2011), Chapter 17, pp. 374–379 2. L. Guirong, Z. Xianshan, A new proposal for monitoring oil-temperature and oil level, ISBN:978-1-4244-8158-3, pp. 350–353, ICEMI-2011 3. S.C. Bera, J.K. Ray, S. Chattopadhyay, A low-cost noncontact capacitance-type level transducer for a conducting liquid. IEEE Transac. Instrum. Measur., 55(3), 778–786 (2006) 4. J. Kumar Roy, Low-Cost Sensing Techniques of Industrial Process Variables, ISBN: 978-3659-11192-1LAMBERT Academic Publishing, TP-395, 2012 5. S.C. Bera, J.K. Roy, Study of an admittance type single electrode transducer for continuous monitoring of liquid level in a metallic storage tank. J Instn. of Eng. (I), 83, 56–60, Jan (2003) 6. J. Kumar Roy, B. Deb, Investigation of Cross-sensitivity of a Single and Double Electrode of Admittance Type Level Measurement. Sixth International Conference on Sensing Technology, Kolkata, India, Dec 2012. Proceedings published in IEEE Digital Xplore, ISBN: 978-1-467322454, pp. 234–237 (2012) 7. J. Kumar Roy, B. Deb Majumder, Cross-sensitivity of Ionic Concentration on Admittance Type Level Measurement. Eighth International Conference on Sensing Technology, Liverpool,



Comparative Study on Fuzzy Based Linearization Technique …



8.



9.



10. 11. 12.



639



UK September 2014. Proceedings published in International Journal on Smart and Intelligent Systems, ISSN: 1178–5608, pp. 41–45 (2013) J.K. Roy, B. Deb Majumder, Elimination of Cross-sensitivity in Admittance Type Level Measurement Using Fuzzy Based Linearizer, on Smart Sensing and Intelligent Systems. Scopus Indexed Journal 7(4), ISSN: 11785608 H Index:8, December (2014) J. Kumar Roy, B. Deb Majumder, Real-Time Measurement of Water Level Using Admittance Method and Fuzzy Based Linearizer. Tenth International Conference on Sensing Technology, Nanjing, China. Proceedings published in IEEE Digital Xplore, ISBN: 978-1-5090-0796-7, Nov (2016) L.A. Zedeh, Knowledge representation in fuzzy logic. IEEE Trans. Knowl. Data Eng. 1(1), 89–100 (1989) C. Carlsson, Fuzzy logic and hyper knowledge: a new, effective paradigm for active DSS. IEEE environmental management, vol. 5, pp. 324–333, Print ISBN: 0-81867743, 1997 G. Lu, in A new proposal of multi-functional level meter, ISBN:0-7803-7987-X. IEEE International Conference on Multisensory Fusion and Integration for Intelligent Systems, pp. 209–212, 2003



Automated Identification of Myocardial Infarction Using a Single Vectorcardiographic Feature Deboleena Sadhukhan, Jayita Datta, Saurabh Pal and Madhuchhanda Mitra



1 Introduction According to recent health reports [1], Myocardial Infarction (MI), more commonly known as heart attack, continues to be the predominant cause of death all over the world. Early stage detection and medication can largely reduce the risk of mortality. MI is caused by occlusion of the coronary arteries which causes insufficient blood flow to the heart muscle cells or myocardium in different regions leading to their damage (ischemia) or complete death (necrosis) [2]. The dysfunctional tissues cause a disruption of the heart’s electrical activity which in turn affects the synchronous contraction and relaxation of the different heart chambers (atria and ventricles). Electro-cardiogram (ECG), the recording of the heart’s electrical activity, is the most predominant tool used for cardiac diagnosis. The presence of MI is manifested as changes in the morphological features of the ECG such as the shape of T-wave, Q-wave and ST-segment [3]. Changes in these morphological and temporal wave features from a standard 12 lead ECG system are normally used to diagnose MI development. D. Sadhukhan (B) · S. Pal · M. Mitra Department of Applied Physics, University of Calcutta, 92 A.P.C. Road, Kolkata 700009, India e-mail: [email protected] S. Pal e-mail: [email protected] M. Mitra e-mail: [email protected] J. Datta Department of Electronics & Instrumentation Engineering, Guru Nanak Institute of Technology, 157/F, Nilgunj Road, Panihati, Kolkata 700114, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_57
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The need for early and reliable MI identification has led to immense research to automate the process of cardiac analysis. Automated cardiac analysis is based on extraction of clinically significant features from the cardiac data and employs machine intelligence techniques for classifying these features. Most of the reported automated MI identification tools use ECG features. Techniques [4, 5] based on the explicit time plane features (the wave amplitudes and time durations) and ST segment analysis relies on accurate detection of the ECG wave segments which is difficult to achieve due to the large morphological variation of the ECG waveform and presence of noise. Use of advanced signal processing tools have also been applied to extract time-frequency ECG features based on Discrete wavelet transform [6, 7] and Cross wavelet transform [8] to achieve high classification performance. But these techniques are not only computationally complex but also suffer from the “curse of dimensionality” due to the use large number of features. Although the standard 12-lead ECG is sufficient to represent the spatiotemporal activity of the heart in different perspectives, but there is a loss of spatial information in each temporal ECG tracing. Moreover, analysis of all 12 ECG leads adds to the computation burden of the automated software and much of the information within it is still redundant. In recent years the vector-cardiogram or VCG has drawn significant attention in cardiac analysis. VCG enables spatio-temporal visualization by monitoring heart’s electrical activity in three spatial planes (horizontal, frontal and sagittal) generating different loops (shown in Fig. 1) for the P, QRS and T waves representing the activation and relaxation of the different heart chambers. It not only gives a clearer spatial orientation of the cardiac activity but also uses a reduced lead set (VX , VY and VZ ). Computerized VCG analysis hence proves to be more advantageous and also provides higher specificity, sensitivity and accuracy as compared with conventional ECG for the diagnosis of different cardiac pathologies [9]. Significant amount of literatures [10–20] are available on the topic of MI detection using the VCG features. Most of the approaches [10–15] are based on the use of different morphological features of the VCG loop which includes areas, perimeters and angles of the QRS and T loops [11–13], vector magnitudes of the Q-wave, R-wave, T-wave [12, 14], ST change vector magnitude [10], vector magnitude differences between the loops [14], angle between R and T vector [11], azimuth angle of the vectors [11] and also octant based features [15]. Extraction of such features needs segmentation of the different waves including the isoelectric point for the angle measurements. Moreover, almost all of them consider separate features for each wave, which significantly increases the feature dimension. Also the computation of the angles and the 2-d area needs complex measurements achieved by projecting 3-d VCG loops in different planes. Use of the more advanced signal processing tools like principal component analysis (PCA) and independent component analysis (ICA) [16], recurrence quantification analysis [17], random walk network [18], wavelet coherence analysis [19], self-organizing visualization and pattern matching [20] to extract different VCG features involves intensive mathematical operations which makes them difficult and time consuming to implement. In this paper we propose a new a VCG feature which combines both the QRS and ST-T loops morphological changes into one single feature, thus reducing the
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Fig. 1 Representation of Vector cardiogram (VCG). VCG vector loops contain 3D recurring, nearperiodic P, QRS, and T wave activities representing each heart cycle



feature dimensionality problem. Instead of representing the morphological changes in the loops by their angles (which requires identification of iso-electric point) or areas (which needs projections in different planes), we simply consider the QRS and the ST-T loop volumes evaluated by representing the loops using 3-d convexhull technique. Statistical analysis shows that the ratio of the QRS and ST-T loop volumes is significantly different for healthy and the MI subjects as tested with the PTB diagnostic ECG database [21]. Hence this single parameter has sufficient discriminative power to identify MI. The detailed processing steps of the algorithm are described in Sect. 2. In Sect. 3 the performance of the algorithm is validated with the PTB diagnostic database. Finally Sect. 4 concludes the paper by analyzing the relative advantages and disadvantages of the proposed technique.



2 Methodology Figure 2 shows the detailed block diagram of the proposed MI identification technique using the VCG signal. The key concept is to extract cardiac beats from the 3 VCG leads (VX , VY and VZ ) and segment it into the QRS and the ST-T to represent the corresponding loops. The volumes of the loops are computed by representing them with 3-d convex-hull. The volume ratio of the two loops is used to classify the healthy and the MI records.
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Fig. 2 Block diagram representing the processing steps of the proposed technique



2.1 Data Pre-processing The pre-processing step involves the elimination of noise from the 3 orthogonal VCG lead data. The very low frequency baseline drifts (below 0.2 Hz), the high frequency noises (above 80 Hz) and the power-line interference (of 50 Hz) are eliminated by means of the Fourier co-efficient suppression technique proposed by us in [22].



2.2 Beat Extraction One single cardiac cycle comprising of the P, QRS and the T waves is sufficient to provide information of the presence of MI abnormalities. The R peak is the most distinctly identifiable feature of the cardiac cycle and hence location is used for beat extraction. The R peaks of lead VX are detected using the method proposed in [23] based on double differencing. To account for the heart rate variation, a single beat is extracted based on the previous and the consequent RR intervals instead of using fixed window length. The beat start point is selected to be 1/3rd of the previous RR interval before the current peak so as to include the P peak. The selected end point is 2/3rd of the consequent RR interval after the current peak position so as to include the T peak. The same start and end points are used to extract time aligned beats from the three leads.
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Fig. 3 Beat extraction and segmentation process. Red dots denote the detected R peaks. One beat is extracted from 1/3rd of the previous RR interval (RR1) to 2/3rd of the consequent interval (RR2). The beats are then normalized both in time and amplitude domain. The QRS segment is identified within the interval of ±75 data points around the R position. The remaining beat succeeding the QRS region is considered to be ST-T segment



2.3 Beat Segmentation Presence of infarction significantly alters the morphological pattern of the QRS region, ST segment and T wave [3]. So, instead of the whole ECG beats the QRS regions and the ST-T regions are considered separately to detect the identifiable changes. To ensure parity of the loop amplitudes, the beat amplitudes are normalized in the range of 0–1. For extraction of the QRS and ST-T regions from each beat, it is required to identify the start and the end points of each wave by accurate delineation algorithms which can significantly increase the computational burden. To avoid this, all the beats are first time normalized to contain 1000 data points each using the FFT interpolation technique. This helps in alignment of all the beats in time axis. Next the QRS regions are identified to be within ±75 data points around the R peak location. The remaining beat from the QRS end point is considered to be the ST-T region. Figure 3 explains the beat extraction and segmentation process.



2.4 Drawing of VCG Loops The QRS and the ST-T loops are obtained by drawing simultaneously on 3-D plot the instantaneous amplitudes of the orthogonal leads for every sample of the temporal interval corresponding to each detected QRS-complex and ST-T segments respectively. Figure 4 illustrates QRS and the ST-T loops obtained from a healthy record
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Fig. 4 QRS and ST-T loops. The corresponding beats are displayed in the left hand side. a QRS and ST-T loops for a healthy record. b QRS and ST-T loops for an infarction record. The QRS loop volume of the healthy record is higher than that for the infarction case whereas the ST-T volume is significantly lower



and an infarction record. It can be seen that both loop morphologies are significantly dissimilar for the 2 cases.



2.5 Computation of Volume Ratio As seen from Fig. 4, there is a wide variation of the 3-d QRS and ST-T loops for healthy and MI data. Instead of using multiple features including the angles and loop areas in different projected planes, we quantify these variations using the loop volumes. To accurately estimate the volume of the 3-D loops, they are first represented by the set of points that produce the minimum convex volume containing all the points of the loop using the “Convex Hull” algorithm [24]. This representation is illustrated in Fig. 5. Then, the volume of the polyhedron is evaluated for each loop. To combine the QRS and ST-T changes into a single parameter the volume ratio of the two loops
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Fig. 5 3-D convex hull representation of a QRS loop. The loop is represented using a polyhedron having the minimum convex volume and containing all the points of the loop
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(QRS volume/ST-T volume) is considered as the final feature to discriminate between the normal and MI data.



3 Experimental Results 3.1 Used Data The development and validation of the proposed technique has been done with VCG data extracted from the PTB Diagnostic ECG database available under Physionet [21] as it contains well classified records both from healthy (H) and infarction patients (MI). Each recording contains 15 simultaneous recorded signals from the conventional 12-lead ECG and the 3-lead VCG. Data is sampled at 1 kHz with 16 bit resolution. For our work we have used VCG recordings from 70 healthy data and 150 MI data (including inferior and anterior infarction). From these, beats extracted from 50 records from each group is used for the identification of the feature threshold value. Then randomly extracted beats from all the H and MI records are used validation of the proposed technique.



3.2 Performance Evaluation Parameters The overall discrimination ability of the proposed VCG parameter is evaluated using the most commonly used performance metric- Accuracy (Acc), Sensitivity (Se) and Specificity (Sp) defined as follows: Acc 



TP +TN T P + T N + FP + FN TP Se  T P + FN TN Sp  FP + T N
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where TP denotes the number of MI beats correctly detected, TN denotes the number of H beats correctly classified, FP denotes the number of H beats misclassified as MI, and FN denotes the number of MI beats misclassified as H.



3.3 Performance Evaluation As seen from Fig. 4, the QRS loop volume for the healthy records is higher than that of the infarction cases, whereas ST-T loop volume is significantly lower. This corresponds to higher loop volume ratios for the healthy records. The statistical parameters (the mean and the standard deviation values) of the volume ratio for the 500 H and 500 MI beats extracted from the training data set are shown in Table 1. To visualize the within class variation of the proposed VCG feature the box plots of the feature value for both the classes are shown in Fig. 6. The red line in the middle of boxplot represents the median, the blue box shows the lower quartile and upper quartile of data distributions, and the black dash lines represent the most extreme values within 1.5 times the interquartile range. Outliers are shown as red crosses in the box plot. Both Table 1 and Fig. 6 strongly indicates the distinct difference between the mean values of the feature for the H and MI cases. From the obtained feature values for the training data set, a volume ratio value of 220 is selected as the threshold value for the classification of the H and the MI data, giving 99% coverage to the MI data in the training set. QRS and ST-T volume ratio below this threshold value indicates the presence of MI. This threshold value is then used to classify 2000 beats randomly extracted from each class in the entire dataset used for the work (eliminating the beats used in the training phase). The classification results are displayed in Table 2. For medical diagnosis applications misdetections of positive cases (FN) can be more fatal. To reduce misdetections of MI data, the feature threshold value is selected



Table 1 Volume ratio values for healthy and MI data Feature Healthy QRS volume/ST-T volume
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Fig. 6 Box plot showing the variation of volume ratio value for healthy and MI data. The red dotted line shows the threshold feature value selected for MI classification
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giving maximum coverage to the MI data. Hence, the proposed technique achieves a fairly high detection sensitivity of 98.8%, whereas the specificity falls to 96.2%.



4 Conclusion and Discussion The vector-cardiogram (VCG) proves to be a more informative and low dimensional alternative of the 12 lead Electrocardiogram (ECG) for MI diagnosis. The automated VCG analysis tools, reported till date, utilize a large number of features based on the sizes, area and orientation of the QRS and the T loops. This paper proposes a novel VCG feature—the volume ratio of the 3-d QRS and the ST-T loop. This feature can appropriately incorporate all the morphological changes of the VCG into a single parameter. The obtained classification performance reveals that this feature alone can provide significantly high detection sensitivity. Moreover, the use of this single feature for cardiac analysis can significantly reduce the computational burden and the detection time, thus enabling more reliable and faster identification of MI. These results are thus strongly indicative of the potential of QRS ST-T volume ratio to be used as a MI detection parameter in the automated cardiac analysis tools. However, in this paper we have restricted our analysis to two types of MI only (inferior and anterior). But for actual clinical application the study needs to be extended to incorporate all other types of MI as well as other cardiac diseases. Moreover, MI localization (identification of the zone of infarction) has not been considered for the present study. Acknowledgements The first author acknowledges the financial support obtained in the form of DST INSPIRE Fellowship provided by the Department of Science & Technology, Government of India.
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Content Extraction Studies for Multilingual Unstructured Web Documents Kolla Bhanu Prakash and M. A. Dorai Rangaswamy



1 Introduction Recent developments in communication and internet have brought in significant changes in scientific, engineering and societal context and wide range of user-oriented mobile applications like whatsapp, twitter etc. have added new dimension to modern living and thought process. Simultaneously, the reach of these developments is still a long way to go as long as the gap between human communication and computerbased communication is not bridged fully. There are many barriers to overcome like language, dialect, tradition, way of living etc. This is where; conventional data mining approaches need to be elevated to mediamining or content extraction approaches. Content extraction is the process of identifying main content of a web page which may consist of different forms of data in an unstructured and non-homogeneous manner [1–3]. Added to this is the ability of including region and language based information, thanks to the exponential growth in use of cellular communication. Text based information has reached different levels with different languages forming the text either as a computer-generated data or acquired data through images forming most of the pages. All these aspects bring in a necessity of using a more general approach to extraction of information and it has become very important to consider different kinds of web pages. A typical web page in present day context is shown in Fig. 1. This web page has text-based information in two different lanK. B. Prakash (B) Department of Computer Science and Engineering, Koneru Lakshmaiah Education Foundation, Vaddeswaram, Guntur, India e-mail: [email protected] M. A. Dorai Rangaswamy St.Peters University, Avadi, Chennai, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_58
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Fig. 1 Variations in form, text and language levels in web page



guages—content may or may not be just translated one- and also different kinds of images which may be a photo or computer-generated drawings. This web page conveys information in the form of content even to a person who does not know any of the languages as the images convey more than the text. So, content extraction for such web pages can be considered as a pre-processing step for text mining and Web information retrieval. Furthermore, such main contents are very valuable as an input for many devices that have limited presentation capacity, such as mobile phones, speech readers, etc. [4, 5]. The focus of the present study is to develop a generic content extraction approach which is based on the unstructured, non-homogeneous and text and/or non-text based data, as that of the web page shown in Fig. 1. A typical block diagram for content extraction is shown in Fig. 2. This is a major difference to be looked into when one considers Asian web pages, which contain language and information, which are older than those used in European web pages and this aspect gets much more complex in Indian context, where dialect and text differ widely even in small regions. The present study is an attempt to develop
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Fig. 2 Typical block diagram for content extraction



pixel-based approach-which gives flexibility in dealing with any language or mediaand start from generic text level to a hybrid unstructured level.



2 Content Extraction Techniques As content extraction is different from text or data mining, where a set of keywords form the basis, most of the previous approaches use HTML tags to separate the main content from the extraneous items. This implies the need to employ a parser for the entire Web page. Consequently, the computation costs of these main content extraction approaches include the overhead for the parser. In the early stage of the Internet, the contents of Web pages were written only in English language. Now, especially in the last decade, a large part of information is being published in regional or native languages, like for example Spanish, German, French, Tamizh, Arabic, Urdu, Hindi with native tongue and usage reflected in the text. Except for the non-English languages mentioned here, there are also many languages using non-ASCII codes for their characters. Typically, a modern web page for commercial intent looks like the one shown in Fig. 3 and this is taken from a web magazine. A collage of data in the form of text in different languages and sizes, numerals, images and blocks, forms the web page with the intent that content is reached to the web-surfer, who may be from different country with different languages and dialect and culture. But, the content in terms of shoes or dresses reaches him so that he/she can follow and get more details. This is typically an unstructured, heterogeneous and hyper media web page. Extracting content requires language, text and image processing. Extracting main content from web page is pre-processing of web information system. The content extraction approach based on wrapper is limited to one specific information source, and greatly depends on web page structure. It is seldom employed in practice. So, a generic model employing basic features of data is needed and the proposed model is from basic pixel level making it applicable to any kind of data or text or image or even media to assess the content in a short period of time.
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Fig. 3 Multilingual and multi-tasking modern web magazine



3 Nature and Features in Web Documents As seen earlier web pages are unstructured-not conforming to any document form-, non-homogeneous with information and data presented in different forms from text to images to video, and multi-lingual depending on the audience and their location. This gets more complex and involved when Asian or Indian regional web pages display information. Indian languages are very much different from European -or other Asian languages—like Japanese or Persian—in that regional customs and practices bring in certain commonalities like the scripts of Tamizh or Telugu or Kannada have similarities of different kinds as compared to the northern Hindi or Punjabi scripts. But English being the link language both in oral and written communication and forms the basis in higher education, some complexities in migrating from English to regional language or vice versa exist like the ones shown in Fig. 4. Figure 4 shows a typical web page displaying news on the same day and here web pages in Malayalam, English and Hindi are shown and one can see that even the news content varies as the region and language change.
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Fig. 4 Web documents in regional India—different languages, different contents



For example, if one compares Malayalam with Hindi, there is variation in news content and one finds regional news dominating over national in both the cases. So, if one wants to continue surfing and later interact with, the content of the web is the only way to go about and if figures or images are not there, content needs to be given in a short period of time. It may be seen clearly that regional web documents pose different problems in terms of comprehension, understanding and interaction in other language regions. Even if one looks at script or character level, or even word level, complexities are many-fold, as the web pages try to present information in easily understandable form using words freely from different languages. As an example, a word ‘Computer’ in English translated in other languages like Hindi, Arabic, Tamizh and Telugu is shown in Fig. 5a. But many times, popular words in one language are used as they are like word ‘computer’ in English is written in local scripts as in Fig. 5b. Also one can see clearly the variations in structure of text in different forms and these do not form part of the local language dialect. Hence, it is preferable to assess the content even before looking at the document fully. Images and figures do help, but, many times texts and sketches with words pose problems as they reflect local dialect and flavour. So, it is necessary to assess the content irrespective of the language and the way text is produced. Hence, the objective is to develop a generic model and later apply for complexities to check whether it is possible to assess the content in a short period of time.
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(a) Word ‘computer’ translated in other languages



(b) Word ‘computer’ written in other languages Fig. 5 Complexities in Indian and Foreign languages with English



4 Text and Character Issues One of the basic steps in any content extraction or mining approach is in processing the data as it is, and as the data may be in different types like pictures, texts or in different forms like media or audio or in different formats like .bmp or .jpg in either full form or compressed form. So, the pixel map of any data can form the basis for any form or format of data as computer processes at this level. But in unstructured and non-homogeneous documents, complexities begin at character level and later extend to word or document or web page form. Even in texts or documents, which are well structured with words and sentences, language brings in variations and this is true in education where text books written by authors in regional languages are digitized and used in web learning. These are becoming a major source of on-line education in different levels. To cite an example, Fig. 6 shows a Physics web page in two different languages English and Arabic used in schools. Here one can see free mixing of words in Arab and English in both forms of documents. Keeping in view of all the above mentioned issues, it is preferable to consider extracting the content of the document rather than translation or data-mining. The present study aims at developing a generic tool based on pixel map data, to extract content in a web page and later, using reduced attributes and features of pixel maps, a pattern matching approach is used to assess the content.



5 Development of Pixel Map Attributes A web document may contain texts, images, audio/video files; and in some regional documents, scanned copies of hand-written texts or images are found. So, it is necessary to look at the generic level of data which is used by computer for processing. Any pixel map can be seen as a matrix of columns and rows with each element giving the color scheme for the pixel. So, the characteristic and attribute of any pixel map can
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Fig. 6 Text book page in two languages—Arabic and English



Fig. 7 Variation of pixel map attributes for letter ‘a’



be deduced from these three values and most of image processing and data mining techniques depend on this basic matrix. The matrix size being large, it is preferable to reduce it by converting into grey-scale or binary form giving 0–7 or 0–1 values in the matrix. Typically a letter ‘a’ in English has [10 × 11 × 3] matrix and this is reduced to [10 × 11] with 0 and 1 value and even then there are 110 values to reflect the matrix fully. Table 1 gives pixel map attributes for letter ‘a’ in three languages, English, Arabic and Urdu. Here, only three sets are given like Mean and Standard deviation (std), 3-row vector attributes and 2 × 2 matrix attributes. Similarly, 3 × 3 matrix attributes can also be generated. Figure 7 gives a comparison of features of pixel map attributes for letter ‘a’ in English, Arabic and Urdu, all normalized with area of pixel map to get consistency. The bar chart shows variation of values for the three pixel maps. Similarly, words or images can also be used to generate pixel map attributes as shown in Fig. 7 and typically, for a word like ‘computer’ translated in three languages—English, Hindi and Arabic are shown in Fig. 8.
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(d) 3x3matrix



Fig. 8 Pixel map variations for word ‘computer’ translated in three languages



But, contents of the matrices are different and if processed in terms of either nonzero values—which gives the pattern, or vector matrix values with content being same. This gives a clear idea of feature extraction. Since, Asian language letters have characters surrounding the main body; the pixel map may be divided into three segments like 25% top, 50% middle and 25% bottom. Letters ‘g’ and ‘y’ in English have bottom 25% for example. And in the case of Arabic fonts, most of them have occupancy in top and bottom halves also. Even though a letter ‘a’ has these values in different scripts, its usage also differs as in English ‘a’ can be a letter or a word. So, processing of text and documents ultimately has to be considered as a problem related to the content and context and natural language understanding.



6 Content Extraction—Results and Discussion The method described earlier is used with pattern recognition to compare whether any new input in the form of letter or word or image can relate to the content of base patterns. The proposed technique is purely data driven and does not make use of domain dependent background information, nor does it rely on predefined document categories or a given list of topics. Character ‘a’ which is unique in content, similar in many languages—Arabic, Hindi, Telugu, Tamizh and English. Uniqueness of letter ‘a’ is that, it has same meaning or content in all the above mentioned languages. But, this trend completely changes when one has a character like ‘e’ which is a vowel by itself like ‘a’ but it is not unique in any language. As an individual character ‘e’ doesn’t give any meaning, unlike ‘a’ which gives some meaning in English and regional languages. The attribute variations of ‘e’ in comparison with ‘a’ are given in Fig. 9. The purpose of choosing ‘x’ in English is that it is not unique in any language by any context, ‘x’ is not a vowel and as an individual character ‘x’ doesn’t give any meaning, unlike ‘a’ which gives some meaning in English and regional languages. ‘x’ to be written in other languages it requires more than one character, which is
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(a) Indian languages



(b) Arabic and Urdu languages



Fig. 9 Content extraction for ‘a’ and ‘e’



Fig. 10 Content extraction for ‘a’ and ‘x’



another interesting feature in comparison with ‘a’ and ‘e’. The attribute variations of ‘x’ in comparison with ‘a’ are given in Fig. 10. Extending this basis to words, a typical data set of words in English relating to the same content ‘magnetism’ are chosen, which is considered as data set-2 and using pixel map attributes as basis, comparisons with a new data ‘magnet’ in Arabic, related to the content and ‘flower’ in Arabic not related to content are shown in Table 2 and Fig. 11. One can see clearly that even though pixel map variations are significant, matching patterns can help in identifying the content.
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8
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Fig. 11 Pixel map attribute variations for data set-2



7 Conclusion A generic model for Content Extraction for regional web documents is developed based on the basic data system in computers, namely pixel maps. Beginning with complexities in letters, different methods of generating attributes are presented which form the basis for pattern matching and later for neural modeling. Some preliminary test results are given for pattern matching of features, for letter and word level relating to the same content. This preliminary study is focused to bring out the complexities in regional web documents and how a generic tool based on pixel maps—which do not have language or form of data as inputs—can be used for either text mining or content extraction. Further enhancements and techniques are to be suitably generated to account for the vagaries, so that, web content is extractable in any region.
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Potentiality of Retina for Disease Diagnosis Through Retinal Image Processing Techniques P. G. Prageeth, A. Sukesh Kumar, C. S. Sandeep and R. S. Jeena



1 Introduction Human eye is one of the most important organs in the body. It is estimated that in every 5 seconds, one person goes blind somewhere in the world. There are several diseases of the eye which when properly diagnosed could save the sight of the patient [1]. According to the estimates of the World Health Organisation, about 80% of human blindness is avoidable. In spite of highly effective treatment, cure rates are unsatisfactorily low in most developing and developed countries. Hence there is great need for the effective implementation of modern technology and investigation into the field of eye care for a social cause. Age-related Macular Degeneration (AMD) and Diabetic Retinopathy (DR) are the leading causes for preventable vision loss in the country [2]. In our earlier works, we have developed a neural network based tool from retinal images for the early detection of AMD and diabetic retinopathy. Also we developed expert system to detect these eye abnormalities earlier. We have done an extensive work for the early detection of the above eye diseases through retinal image analysis and processing [3]. It was convinced that retina is the vital part of the eye, is a potential one to provide vital information on the eye diseases and the extraction of this information through retinal images will definitely help to prevent the abnormalities of the eye [4, 5]. Based on the above works, currently research works are being pursued in the
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area of retinal image analysis for the detection of most of the eye diseases which can be detected from retinal image processing.



2 Retina Based Eye Diseases and Its Detection Currently we are concentrating on the early detection of the following eye diseases through retina image processing. (1) Cataract This section focuses on fundus image analysis and fully automatic cataract classification. Its goal is to reduce the burden of scarce resources and improve the effectiveness and efficiency of fundus image review, through which to enable active and enhanced healthcare services. Studies on fundus image analysis have been made for years. Segmentation and location of retinal structures, such as retinal lesions, vessels, optic disc and fovea have been widely studied. Based on these techniques, researchers are also trying to develop diagnose systems for specific retina-related diseases including micro aneurysms, diabetic retinopathy, age-related macular degeneration, glaucoma, cardiovascular diseases [6]. It has made an effort to classify and diagnose specific cataract automatically by split image and retro-illumination image, including nuclear cataract, cortical cataract and posterior sub-capsular cataract. However, there is little work reported on cataract classification and grading by using fundus images. Figure 1 shows the fundus images of non-cataract and cataract persons in different grading. In the image (a) without cataract, the blood vessels can be shown very clearly, even the capillary ones. The more severe cataract the patients have, the more cloud will be in the lens, resulting in that less vessels can be observed from the fundus image. There are less vessels details in mild cataract patients’ eye fundus image, while only the trunk vessel and little details in the moderate cataract ones’. Furthermore, there is hardly anything in the severe cataract ones. (2) Glaucoma Glaucoma is a chronic disease often called “silent thief of sight” as it has no symptoms and if not detected at an early stage it may cause permanent blindness. Glaucoma



Fig. 1 Fundus images of non-cataract and cataract in different grading. a Non-cataract b mild c moderate and d severe
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Fig. 2 a Contrast enhanced RGB colour space image b extracted green plane c negative transform d vessel removal using opening e negative transform f region growing g edge extraction of convex hull from f and h detected cup after ellipse fitting



progression precedes some structural changes in the retina which aid ophthalmologists to detect glaucoma at an early stage and stop its progression. Fundoscopy is among one of the biomedical imaging techniques to analyze the internal structure of retina. Our proposed technique provides a novel algorithm to detect glaucoma from digital fundus image using a hybrid feature set. This section proposes a novel combination of structural (cup to disc ratio) and non-structural (texture and intensity) features to improve the accuracy of automated diagnosis of glaucoma. The proposed method introduces a suspect class in automated diagnosis in case of any conflict in decision from structural and non-structural features [7]. Figure 2 shows the images of qualitative and quantitative evaluations of different parameters which help in the early detection of glaucoma. The evaluation of proposed algorithm is performed using a local database containing fundus images from 100 patients. This system is designed to refer glaucoma cases from rural areas to specialists and the motivation behind introducing suspect class is to ensure high sensitivity of proposed system. The average sensitivity and specificity of proposed system are 100 and 87% respectively. (3) Diabetic Retinopathy Diabetes is detected from the presence of exudates and haemorrhages and changes in blood vessel parameters like arteriolar-to-venular diameter ratio (AVR). Images obtained from fundus camera are enhanced using filtering. Image segmentation is done to detect optic disc, fovea, exudates area and blood vessels. Connected component method along with concentric circle methods are used to determine the arteryvein width ratio [8]. An algorithm is developed for the detection and quantification of the disease level from the parameters specified. The result is validated with the clinical data of the patient and achieved good results. A predictor system is developed to
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(b)



Fig. 3 a Fundus image of a normal eye. b Fundus image of a diabetic patient



give the status of the patient from the analysis of the retinal image parameters using neural network techniques [9]. Figure 3 shows the clear cut differences between the images of a normal person and a diabetic patient. (4) Retinitis Pigmentosa The paper has referenced retinitis pigmentosa for the analysis purpose. Automated approach for detection of micro aneurysms in digital colour retinal fundus photographs helps ophthalmologist to detect the emergence of its initial symptoms and determine the next immediate action step for the patient. A similar mechanism for automated early disease detection method is proposed featuring identification of dark pigments like minute features, exudate and micro aneurysm detection and these features extracted can prove to a greater extent as primary instances for defectiveness of eye [10]. A good number of images along with the response from the ophthalmologist has proved to be a great help towards the observation as derived from this mechanism and discussed in the paper. The proposed mechanism can be extended up to the limit of supervised learning so as to automate the practical responses as obtained from the ophthalmologist in real time scenario. Figure 4 shows the fundus image of a retinitis pigmentosa patient. (5) Retinopathy of Prematurity Retinal imaging with remote interpretation could decrease the number of diagnostic eye examinations that premature infants need for the detection of retinopathy of prematurity and thus decrease the time demand on the relatively small pool of ophthalmologists who perform retinopathy of prematurity examinations. Our goal was to review systematically the evidence regarding the reliability, validity, safety, costs and benefits of retinal imaging to screen infants who are at risk for retinopathy of prematurity. We searched Medline, the Cochrane library, CINAHL, and the bibliographies of all relevant articles [11]. All English-language studies regardless of design with primary data about our study questions were included. We excluded (1) studies that only included subjects with retinopathy of prematurity, (2) hypothetical models
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Fig. 4 Retinitis pigmentosa fundus image



Fig. 5 Fundus images of evaluation of retinopathy of prematurity



other than cost-effectiveness studies and (3) validity studies without sufficient data to determine prevalence, sensitivity and specificity or that only evaluated subjects for 1 component of retinopathy of prematurity (eg: plus disease only). Figure 5 depicts the different evaluation windows of retinopathy of prematurity.
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Fig. 6 Fundus images of retinal detachment patient



(6) Retinal Detachment Arterial macro aneurysms are dilated places in the arteries of the retina, the lining of the back of the eye. Macro aneurysms are weak spots, which can leak clear fluid into the retina, causing gradually developing blurred vision. They also can pop, with bleeding inside the eye and sudden visual loss. There is no pain associated with macro aneurysms. Pictures of a normal retina and of a retina with a macro aneurysm are shown below. What Causes Arterial Macro aneurysms? The causes of macro aneurysms are unknown, but we know of certain associated risk factors [12]. Macro aneurysms tend to occur more commonly in women than men (3:1 ratio), occur late in life, and often occur in patients with high blood pressure and other forms of vascular disease, such as heart attacks and strokes. From these clues, we think that hormones, wear and tear over time, and extra stress from high blood pressure may contribute to macro aneurysms. How Are Macro aneurysms Discovered? Sometimes they can be found by your ophthalmologist simply looking inside the eye. Other times they may be covered by blood, and dye pictures may be taken to help in finding them. Occasionally, after cases of rupture, they become evident only after blood has reabsorbed. Figure 6 depicts the qualitative and quantitative detachments of retina in a patient. (7) Stargardt’s disease Eye diseases are the burning diseases nowadays. Eye diseases detection is one of the imperative problems in computer vision. It has much relevance such as face live detection and driver fatigue analysis. In this paper first, the captured images are collected from different patients and are processed for enhancement. Figure 7 shows
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Fig. 7 Fundus camera and fundus image of a retina detached patient



a fundus camera and fundus image of a retina detached patient [13]. Then image segmentation is carried out to get target regions (disease spots). Finally, analysis of the target regions (disease spots) based on covariance approach to finding the phase of the disease and then the treatment consultative module can easily be prepared on the lookout for human being. The captured infected eye images are collected from different patients and are processed for enhancement. Using the covariance approach and scoring scale technique to exact intensity pattern to anterior disease accordingly it is then possible to analyze the different Eye diseases. Then image segmentation is carried out to get target regions (disease spots). Finally, analysis of the target regions (disease spots) based on covariance approach to finding the phase of the disease and then the treatment consultative module can easily be prepared on the lookout for human being [14]. The result from the preliminary study indicated that the proposed strategy is effective to assess disease. (8) Cone Dystrophy The results for each performance of the sampling bright lesion detection method is good even for lesion based evaluation, as the proposed hybrid microaneurysm detection method resulted in a very high sensitivity with reasonable specificity, an ophthalmologist can take its assistance in detecting Microaneurysms, exudates and cotton wool spot in the mass screening of diabetic retinopathy [15]. Figure 8 shows the images of feature extractions of cone dystrophy. It achieves a sensitivity of 94% and a specificity of 94.87% and accuracy of 95.38%. The performance of the microaneurysm detection method can be enhanced further by augmenting the amount of training data for the microaneurysm candidate object classification. (9) Cancer in relation to the Retina Choroidal Melanoma (CM) is the most common primary malignancy of the eye. The overall incidence is approximately 5–7 cases per million per year. In this paper the new technique for tumours tissue structure evaluation using ultrasound spectral analysis is presented. Based on the obtained results, it can be said that radio frequency (RF) ultrasound signals parameters at the healthy tissue area and the area with the
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Fig. 8 Fundus images of feature extractions of cone dystrophy



Fig. 9 ROI selection in one direction of B scan images a in healthy (control) eye b in melanoma eye before treatment c in melanoma after brachytherapy treatment



intraocular tumour—melanoma before and after treatment statistically are significantly different [16]. Application of spectral analysis using non-invasive ultrasound expert system, provides the new opportunities in early diagnosis, differentiation of tumours, evaluation of the treatment effectiveness. This study has shown that the lower amplitude, lower spectral intercept, high spectral slope and high momentary bandwidth are typical for choroidal melanoma if compared with healthy tissues and the lower momentary bandwidth are typical for choroidal melanoma after treatment if compared with melanoma before treatment [17]. Figure 9 shows the ROI selection in one direction of B scan images (a) in healthy (control) eye (b) in melanoma eye before treatment (c) in melanoma after brachytherapy treatment.



3 Early Detection of Stroke Through Retinal Image Analysis Stroke is a form of cardiovascular disease affecting the blood supply to the brain. It remains as a leading cause of disability and death for people of all races and ethnicities [18]. Stroke can be subdivided into two types: ischemic and haemorrhagic. Ischemic



Potentiality of Retina for Disease Diagnosis …



673



stroke accounts for almost 85% of the cases. The retina can be viewed and analysed using non-invasive, in-vivo functional techniques. The retina is a layered tissue lining the inner part of the eye that enables the conversion of incoming light into a neural signal that is appropriate for further processing in the brain. It is therefore an extension of human brain. Research works show that microvasculature of retina and brain is closely linked in terms of anatomy and physiology [19]. Morphological changes in blood vessel shape, branching pattern, width, tortuosity, appearance of retinal lesions, branching angle, branching coefficient and fractal dimension are some of the abnormalities in vascular pattern of retina associated with cardiovascular diseases like stroke. The current research work focuses on the prediction of retinal ischemia from retinal fundus images and thereby predicting the occurrence of stroke. Pre-processing of retinal images is done by retinex processing [20] and morphological operations are done to remove noisy background. Branching points are detected and various features like major axis length, mean diameter, orientation, eccentricity, fractal dimension and tortuosity are computed. This has been compared with a set of healthy retinal images for the prediction of the possibility of retinal ischemia. Figure 10 shows the various output stages of a healthy retinal fundus image. Retinal imaging aids in predicting the probability of stroke based parameters evaluated from the vascular map of retinal ischemia. Early detection of cardiovascular diseases like stoke through biomarkers derived from retinal imaging would allow patients to be treated more effectively. This work is an extension of author’s other works for the prediction of stroke [21].



Fig. 10 Various output stages of a healthy retinal fundus image



674



P. G. Prageeth et al.



4 Early Detection of Alzheimer’s Disease Through Retinal Image Processing Alzheimer’s disease is an irreversible progressive neurodegenerative disorder, which means once it is affected cannot be cured. It is a memory and behavioural disturbance which leads to intense and eternal loss of cognitive impairment. The two most important causes of AD are plaques and tangles that on the neurons which blocks the signals from brain to neuron and vice versa. AD is the most common cause of dementia and its incidence is increasing worldwide associated with population ageing [22]. AD is characterised by progressive cognitive impairment such as memory deficit, decline in learning and executive functioning, aphasia, apraxia, agnosia and visual abnormalities [23–25]. There are lot of tests and imaging modalities to be performed for an effective diagnosis of the disease. Conventional clinical decision making systems are more manual in nature and ultimate conclusion in terms of exact diagnosis is remote. The American Academy of Neurology recommend that the clinical tests which are in connection with AD includes total blood count, electrolytes, calcium, glucose, liver function tests, thyroid function tests, sedimentation rate, urine analysis and imaging modalities. But today profiling of human body parameters (clinical test results) using computers can be utilized for the earlier prognosis of AD. But it is clinically established that all the changes taking place in brain neurons will be available from retina of the eye of the patients also [26]. Currently in our works we are including the retina image results also as a biomarker. Retina image analysis for the early detection of AD is currently going on. More details on this will be presented in the conference.



5 Conclusions With the help of retinal image processing, eye diseases can be diagnosed well in advance. An expert system for the early detection of the above eye diseases has already been developed and it is in clinical use in local ophthalmic hospitals. Retinal image can be utilised for the prediction of stroke also. Currently, developed a system for the prediction of retinal ischemia from retinal fundus images for the prediction of ischemic stroke from the global databases. Clinical trials are now going on. The profiling of human body parameters (clinical test results) using computers for the early detection of AD is currently done. Now the retinal image parameters are also included in the profile for further studies. Acknowledgements We are very thankful to Prof. (Dr). Mahadevan, a leading ophthalmology surgeon, ophthalmology teacher and a serious and sincere researcher, who provide all the helps to carry out the above research works successfully. Also extend our heartfelt thanks to (1) Ahalia Hospital (2) Precise Eye Hospital and (3) Gokulam Medical College, Thiruvananthapuram for being given all the facilities to carry out the above research work under the supervision of Prof. (Dr). Mahadevan. K.
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Generalized LFT Modeling of an Uncertain MIMO System Tamal Roy, Ranjit Kumar Barai and Rajeeb Dey



1 Introduction In the past few years, a growing interest has been devoted to formulate control oriented modeling of real physical system from the inherent need for the modeling quality improvement and truly integrates control objectives into the system identification process from the experimental input-output test data set [1] from the standpoint of control system design [2], where the role of the system identification is to condense the plant uncertainty such that the design and implementation of a robust controller achieves the performance specifications even in the face of the plant uncertainty and disturbances. Over the last two decades, there has been a widespread interest to design robust controller where system model is considered to be consisting of a nominal model and a model uncertainty part [3]. The classical H∞ -control based robust control design technique has become a challenging task and very effective design tools guaranteeing to meet the specifications provided the model of the system under consideration leads to a system model in the form of a linear fractional transformation (LFT) modeling. The performance of the robust controller depends on the appropriate representation of the model uncertainty. This motivates the robust-control-oriented system identification to explicitly consider the robust control performance requireT. Roy (B) Electrical Engineering Department, MCKV Institute of Engineering, Liluah, Howrah 711204, India e-mail: [email protected] R. K. Barai Electrical Engineering Department, Jadavpur University, Kolkata 700032, India e-mail: [email protected] R. Dey Electrical Engineering Department, NIT, Silchar 788 010, Assam, India e-mail: [email protected] © Springer Nature Switzerland AG 2019 S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology and Engineering Mathematics, Advances in Intelligent Systems and Computing 749, https://doi.org/10.1007/978-3-319-74808-5_60
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ments during the system identification step. The model of nonlinear systems may vary due to changes in system configuration and operating conditions. This system variation can be characterized as model uncertainties and can be represented in the linearized model by expressing the system state-matrices as matrix polynomials in the uncertain parameters in the form of a linear fractional transform (LFT) [3, 4]. This LFT based model uncertainty representation of the nonlinear system is essential for the application of modern robust control technique like µ-analysis and synthesis [5] in addition to H∞ -control and H∞ -Loop Shaping [4, 6–8]. Linearization of uncertain nonlinear systems as LFT model relates each of the uncertainty with a physically meaningful parameter of the actual system [9]. Linear Fractional Transform (LFT) technique offers a unified framework for parameter identification problems in [10]. In the LFT framework, a wide variety of identification problems concerning structured nonlinear systems, linear parameter varying (LPV) systems, and also the various parametric linear system model structures can be accommodated due to its general nature. This paper presents an uncertainty modeling algorithm of a generic linear multi-input multi-output system with coupled dynamics in LFT framework for implementing the classical H∞ -control law. During the formulation of the modeling algorithm, the effect of model uncertainty has been explicitly described by a possible mismatch between the mathematical model and the real physical system, the presence of disturbance signal and the possible model order reduction. The essential contribution for the derivation of LFT model of a coupled dynamic system has been developing a comprehensive model consisting of the nominal system model and an unknown transfer function matrix consisting various uncertainties introduced due to unmolded dynamics, system parameters changes due to environmental variation, the presence of disturbance signal, model order reduction etc. Different uncertainty modeling technique in LFT framework has been reported in the literature. A generalized descripted type LFT-based modeling approach consisting rationally dependent parametric matrices in terms of multi-variable functions has been discussed in [11]. An uncertainty modeling formulation of nonlinear systems whose models parameters vary due to change in the system configuration and operating conditions have been represented in LFT framework in [4]. A symbolic LFT modeling techniques for nonlinear systems has been presented by combining symbolic modeling and LFT technique in [8]. The best LFT uncertainty model has been proposed by minimizing the H∞ norm of the uncertainty set with respect to a nominal model known as input- output data [12]. However, LFT modeling technique is only applicable for those nonlinear systems where linearization of the mathematical modeling is possible. In this paper, a novel methodology has been developed to formulate generalized LFT modeling of a multi-variable dynamic system with equal number of input output consisting a comprehensive nominal model and model uncertainties expressed by an unknown transfer function matrix, accumulating usual dynamics of the system represents in a form that required in μ-synthesis-based H∞ controller design technique. To the best of the knowledge of the authors, such compact and effective uncertainty modeling approach in generic LFT modeling framework, compatible with H∞ controller design for the linear multi-dimensional system has never been addressed in the literature.
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The effectiveness of proposed generalized control oriented LFT modeling algorithm for the linear multivariable system has been verified on a Two-DOF massspring-dashpot dynamic system and the recommended LFT structure has been validated in the frequency domain in the context of H∞ based robust control design. The LFT modeling structure of the Two-DOF mass-spring-dashpot dynamic system achieves satisfactory performance criterion in μ-synthesis based frequency domain validation.



2 Generalized LFT Modeling of Linear MIMO System Most of the modern real physical systems result from the synergetic integration of different subsystems. The overall system is very complicated due to the cross coupling of the various subsystems and any attempt to derive a generalized mathematical model for such a highly coupled system results into a very big and complex and the system models vary due to change in the system configuration and operating conditions. The generalized LFT modeling of such linear coupled multi-variable system results in a compact and manageable modeling algorithm is suitable for its implementation in robust control theory.



2.1 Problem Formulation A linear coupled dynamic multi-variable system consisting of an equal number of input and output is considered for formulating the control oriented modeling in LFT framework. The generalized model of the coupled dynamic MIMO system is considered as D y¨ + C y˙ + Ey + z  K u



(1) ⎡



where, input, disturbance and output vectors u ⎤ z1 ⎢ z2 ⎥ ⎢ ⎥ ⎢ . ⎥ ⎢ . ⎥ ⎣ . ⎦ zp



⎡







⎤ u1 ⎢ u2 ⎥ ⎢ ⎥ ⎢ ⎥ ,z ⎢ .. ⎥ ⎣ . ⎦ u m m×1







⎤ y1 ⎢ y2 ⎥ ⎢ ⎥ ⎥ and y  ⎢ respectively with m  p and the associated system ⎢ .. ⎥ ⎣ . ⎦ yp p×1 p×1 parameters are ⎡
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⎡



⎤



⎡ ⎤ c11 c12 · · · c1 p ⎥ ⎢ c21 c22 · · · c2 p ⎥ d22 · · · d2 p ⎥ ⎢ ⎥ ⎥ ⎥ , C ⎢ , ⎢ .. .. . . .. ⎥ .. . . .. ⎥ ⎥ ⎣ . . ⎦ . . ⎦ . . . c p1 c p2 · · · c pp d p1 d p2 · · · d pp p× p p× p ⎡ ⎡ ⎤ ⎤ e11 e12 · · · e1 p k11 k12 · · · k1m ⎢ e21 e22 · · · e2 p ⎥ ⎢ k k ··· k ⎥ 2m ⎥ ⎢ ⎢ 21 22 ⎥ ⎥ ⎥ E ⎢ , K ⎢ ⎢ .. .. . . .. ⎥ ⎢ .. .. . . .. ⎥ ⎣ . . ⎣ ⎦ . . ⎦ . . . . e p1 e p2 · · · e pp km1 km2 · · · kmm m×m p× p d11 d12 · · · d1 p



⎢ ⎢ d21 ⎢ D⎢ . ⎢ . ⎣ .



In real situations, system parameter values of the above matrices are not known exactly and it is assumed to be varying within certain known intervals.



2.2 LFT Modeling Algorithm for Multiplicative Uncertainty Structure This section represents the derivation of the proposed LFT modeling algorithm for a linear coupled dynamic MIMO system in a systematic and generalized manner. The linear dynamic MIMO system expressed in (1) is considered for representing uncertainty modeling in LFT framework. The parametric uncertainties of the system are expressed in multiplicative uncertainty structure representation, which is further decomposed appropriately to get an LFT structure. The generalized framework for obtaining LFT structure of system represented in (1) for the case where m  p. The details modeling algorithm is described as following: Step 1: The linear dynamic system express by Eq. (1) can be written as y¨  −D −1 C y˙ − D −1 Ey − D −1 z + D −1 K u



(2)



The Eq. (2) survives provided D −1 exists, the block diagram representation of the system described by Eq. (2) is shown in Fig. 1. Step 2: The uncertain matrices D, C and E characterizes the model uncertainties leads to the variation in the system parameters. Let us assumed for generic system the uncertain elements of the D matrix placed diagonally can be expressed as dii  d¯ii (1 + sdii δdii ) where i  1, 2, . . . , p



(3)



where d¯ii is the nominal values of the system parameter, sdii is the corresponding maximum relative parameter uncertainty and lies within a bound −1 ≤ δdii ≤ 1. Matrix D can be decomposed and the terms containing nominal and uncertain parts given as
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Fig. 1 Block diagram representation of the linear multidimensional system



D  D + Dr d



(4)



where ⎡



d¯11 d¯12 · · · d¯1 p



⎤



⎡



⎥ ⎢ ⎢ ⎢ d¯ d¯ · · · d¯ ⎥ ⎢ 2p ⎥ ⎢ 21 22 ⎢ ⎥ ⎢ D⎢ , Dr  ⎢ ⎥ ⎢ ⎢ ... ... . . . ... ⎥ ⎢ ⎦ ⎣ ⎣ d¯ p1 d¯ p2 · · · d¯ pp p× p ⎤ ⎡ δd11 0 · · · 0 ⎥ ⎢ ⎢ 0 δd22 · · · 0 ⎥ ⎥ ⎢ and d  ⎢ . . . ⎥ ⎢ . . . . .. ⎥ . ⎦ ⎣ . . 0 0 · · · δd pp



d¯11 sd11 0



···



0



d¯22 sd22 · · ·



0



0



.. .



.. .



..



0



0



· · · d¯ pp sd pp



.



.. .



⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ p× p



p× p



Now the term D −1 can be written by using matrix inversion lemma D −1  (Dr−1 D + d )−1 Dr−1



(5)



An upper LFT representation of D −1 can be written as D −1  FU (Q d , d )  Q d22 + Q d21 d (I p − Q d11 d )−1 Q d12 −1



−1



where, Q d11  −D Dr , Q d12  D , Q d21  −D The block partition matrix Q d is express as ⎡ Qd11 Qd = ⎢ ⎣⎢Qd21



−1 Qd12 ⎤ ⎡ − D Dr ⎥ = ⎢ −1 Qd22 ⎦⎥ ⎢ − D D r ⎣



−1



Dr and Q d22  D



−1 D ⎤ ⎥ −1 D ⎥⎦ 2 p×2 p



(6) −1
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Now treating respective uncertain elements of matrix ‘C’ in (2) is express in terms of the uncertain parametric representation can be described by cii  c¯ii (1 + scii δcii ) where i  1, 2, . . . , p



(7)



where c¯ii is the nominal values of the system parameter, scii is the corresponding maximum relative parameter uncertainty and lies within a bound −1 ≤ δcii ≤ 1. Similarly, the matrix C can be decomposed as C  C + C



(8)



The uncertainty matrix  C is decomposed as  C  C f c C g



(9)



where c is a diagonal uncertainty matrix. The elements of the matrix C g (may be identity matrix or unit matrix) depends on the position of uncertain parameters in the matrix  C. In generalized approach, it is assumed that the uncertain parameters in  C is located diagonally than the matrices C f and C g can be expressed as ⎡ ⎡ ⎤ ⎤ c¯11 sc11 0 · · · 0 δc11 0 · · · 0 ⎢ ⎢ ⎥ ⎥ ⎢ 0 c¯22 sc22 · · · 0 ⎥ ⎢ 0 δc22 · · · 0 ⎥ ⎢ ⎢ ⎥ ⎥ Cf  ⎢ . , c  ⎢ . . . .. ⎥ .. .. ⎥ .. ⎢ . ⎢ ⎥ . . . . . ⎥ . . . ⎦ ⎣ . ⎣ . . ⎦ 0 0 · · · δc pp 0 0 · · · c¯ pp sc pp p× p p× p ⎤ ⎡ 1 0 ··· 0 ⎢0 1 ··· 0⎥ ⎥ ⎢ ⎥ and C g  ⎢ ⎢ .. .. . . .. ⎥ ⎣. . . .⎦ 0 0 · · · 1 p× p and the nominal part C is given as ⎡



c¯11 c¯12 · · · c¯1 p



⎢ ⎢ c¯21 ⎢ C ⎢ . ⎢ . ⎣ .



c¯ p1



⎤



⎥ c¯22 · · · c¯2 p ⎥ ⎥ .. . . .. ⎥ . . ⎥ . ⎦ c¯ p2 · · · c¯ pp



p× p



Upper LFT representation of matrix C can be express as C  FU (Q c , c )  Q c22 + Q c21 c (I p − Q c11 c )−1 Q c12



(10)
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Fig. 2 Block diagram representation of the system with LFT structure



⎡ Qc11



where,Qc = ⎢



⎢⎣Qc21



Qc12 ⎤ ⎡0 p× p ⎥=⎢ Qc22 ⎥⎦ ⎣ C f



Cg ⎤ C ⎥⎦



2 p× 2 p



The similar problem of uncertainty representation as elements of the E can express as eii  e¯ii (1 + seii δeii ) where i  1, 2, . . . , p



(11)



The upper LFT representation of matrix can be express as E  FU (Q e , e )  Q e22 + Q e21 e (I p − Q e11 e )−1 Q e12 ⎡ Qe11



where Qe = ⎢



⎢⎣Qe21



Qe12 ⎤ ⎡0 p× p ⎥=⎢ Qe22 ⎥⎦ ⎣ E f



Eg ⎤ E ⎥⎦



(12)



2 p× 2 p



Step 3: The block diagram representation of the linear multi-dimensional system is redrawn in Fig. 2 treating u d , u c and u e to be the outputs of uncertainty blocks d , c and e are fed to the nominal blocks Q d , Q c and Qe respectively. Similarly yd , yc and ye , outputs of the nominal block Q d , Q c and Qe are fed back to the uncertainty blocks d , c and e respectively. Now consider the state vector of the system as ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ x p+1 y˙ 1 y1 x1 ⎥ ⎢ x p+2 ⎥ ⎢ ⎢ x2 ⎥ ⎢ y2 ⎥ y˙ 2 ⎥ ⎢ ⎥ ⎢ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎥ ⎢ . ⎥  ⎢ ⎥ and ⎢ (13) ⎢ .. ⎥  ⎢ ⎢ . ⎥ ⎢ .. ⎥ .. ⎥ ⎢ ⎣ . ⎦ ⎣ . ⎥ ⎣ . ⎦ ⎣ . ⎦ ⎦ xp yp x p+ p y˙ p The generalized upper LFT representation of the linear dynamic MIMO system considering input output of all block partition matrices Q d , Q c and Qe can be is
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represented as



(14)



where,



⎡ 0 p× p ⎢ −1 ⎢− D E ⎢ −1 ⎢− D E ∏=⎢ 0 ⎢ p× p ⎢ Eg ⎢ ⎢ I p× p ⎢⎣ Γ n



I p× p



0 p× p



0 p× p



−1



−1



−1



D C



D Dr



D Cf



−1



−1



−1



0 p× p −1



−D E f −1



0 p× p −D



−1 −1



D Dr



D Cf



−D E f



−D



0 p× p 0 p× p



0 p× p 0 p× p 0 p× p



0 p× p 0 p× p 0 p× p



0 p× p 0 p× p 0 p× p



0 p× p 0 p× p 0 p× p



0 p× p



0 p× p



0 p× p



0 p× p



0 p× p



D C Cg



0 p× p ⎤ −1 ⎥ D K⎥ −1 ⎥ D K⎥ 0 p× p ⎥ ⎥ 0 p× p ⎥ ⎥ 0 p× p ⎥ 0 p× p ⎥⎦



7 p×7 p



The input output representation of the uncertainty matrix can be expressed as ⎡ ⎤ ⎡ ⎤ yd ud ⎥ ⎣ uc ⎦  sys ⎢ (15) ⎣ yc ⎦ ue ye ⎤ d 0 0 ⎥ ⎢ where, sys  ⎣ 0 c 0 ⎦ 0 0 e 3 p×3 p The state space representation of the linear multivariable system is expressed as ⎡ ⎤ ⎡ ⎤ x˙ x ⎢ yd ⎥ ⎢ ud ⎥ ⎢ ⎥ ⎢ ⎥ ⎢y ⎥ ⎢ uc ⎥ ⎢ c⎥ ⎥ (16) ⎢ ⎥  G sys ⎢ ⎢ ue ⎥ ⎢ ye ⎥ ⎢ ⎥ ⎢ ⎥ ⎣ z ⎦ ⎣y⎦ ⎡



yn



u
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B1



B2 ⎤



⎢⎣C2



D21



D22 ⎥⎦ 7 p×7 p
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where, Gsys = ⎢⎢ C1 D11 D12 ⎥⎥ Now, ⎡ A⎣



0 p× p −D



 B2 



⎡ ⎢ D11  ⎢ ⎣



C2  D22 



−1



−1



0 p× p



T −D



K



⎡



⎦



, B1  ⎣



0 p× p



0 p× p



0 p× p



0 p× p



0 p× p



Dr −D C f −D







I p× p 0 p× p 2 p×2 p  0 p× p 0 p× p 0 p× p 0 p× p



D21



−D



−1



0 p× p



0 p× p



−1



−1



0 p× p ⎡



⎤



−1



n 0 p× p



0 p× p



Eg



2 p×2 p −1



−D



−1



−1



⎤



Dr −D C f −D 2 p×2 p ⎤ ⎡ −1 −1 −D E −D C ⎥ ⎢ , C1  ⎢ , Cg ⎥ ⎦ ⎣ 0 p× p



E −D C



0 p× p D







−1



I p× p



Ef



⎥ ⎥ ⎦



, D12



0 p× p 3 p×3 p  0 p× p 0 p× p  0 p× p 0 p× p



Ef



⎤ ⎦



, 2 p×3 p



3 p×2 p



⎤ −1 −1 D T −D K ⎥ ⎢ ⎥ ⎢ ⎣ 0 p× p 0 p× p ⎦ 0 p× p



0 p× p



, 3 p×2 p



,



2 p×2 p



2 p×2 p



The generalized perturbed linear dynamic MIMO system in Upper LFT (Fig. 3) framework can be described by  



 y z  FU (G sys , sys ) (17) yn u



Fig. 3 Upper LFT representation of the linear dynamic system



686



T. Roy et al.



Fig. 4 Two-DOF MSD dynamic system



⎤ d 0 0 ⎥ ⎢  ⎣ 0 c 0 ⎦ . 0 0 e 3 p×3 p ⎡



with uncertain block sys



3 LFT Modeling of Two-DOF Mass-Spring-Dashpot Dynamic System An interesting linear two-DOF mass-spring-dashpot (MSD) dynamic system, pose challenges for many linear classical control techniques, has been considered as a candidate system to validate the generalized algorithm of LFT modeling for uncertain MIMO system [13]. A point masses m 2 are connected by a spring-dashpot pair contains spring stiffness constants k2 and damping coefficient c2 respectively. Another point mass m 1 is linked to the ground by another spring-dashpot pair contains spring stiffness constants k1 and damping coefficient c1 respectively. Two known dynamic forces f 1 and f 2 are applied on the two point masses to create displacement u 1 and u 2 from their equilibrium positions respectively (Fig. 4). The equation of motion (EOM) of the two-DOF MSD dynamics system is represented by   



    f1 u1 m1 0 u¨ 1 k1 + k2 −k2 c1 + c2 −c2 u˙ 1  + + (18) u −c2 c2 0 m2 u¨ 2 u˙ 2 −k2 k2 f2 2 The compact matrix notation of EOM of two DOF mass-springs-dashpot systems is represented by
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Fig. 5 Block diagram of Two-DOF MSD dynamic system



M u¨ + C u˙ + K u  f



(19)



where, M, C, and K denote the mass, damping and stiffness matrices respectively and f, u, u˙ and u¨ are the force, displacement, velocity and acceleration vectors respectively. Now, the block diagram representation of the system described in (19) is shown in Fig. 5, provided M −1 exists. In a realistic system, variation of the physical parameters mass (m 1 and m 2 ), damping coefficients (c1 and c2 ) and spring stiffness constants (k1 and k2 ) are considered as uncertain parameters in the candidate system. It is assumed that the mass leads to 40% variation, spring stiffness constants represents up to 30% variation and damping coefficients varying 20% around the nominal value. The actual mass of the system with all possible uncertainties are represented as m i  m¯ i (1 + pm i δm i ), i  1, 2



(20)



where m¯ i are the nominal value of the corresponding mass, pm i  0.4 is the maximum relative uncertainties in each of the mass and −1 ≤ δm i ≤ 1. As mass m i contained in the matrix M, then matrix M decomposed as M  M + M p m



(21)



where,  M



m¯ 1 0 0 m¯ 2







,



Mp 



2×2



m¯ 1 pm 1



0



0



m¯ 2 pm 2







and m 



δm 1 0







0 δm 2



The block partition matrix Q m is represented as ⎡ Qm11 Qm = ⎢ ⎣⎢Qm21



−1 Qm12 ⎤ ⎡ − M M p ⎥=⎢ Qm22 ⎦⎥ ⎢ − M −1M P ⎣



−1 M ⎤ ⎥ M −1 ⎥⎦ 4×4



(22)



The damping coefficients of the system with all possible uncertainties are represented as
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Fig. 6 Block diagram representation of Two-DOF MSD dynamic system



ci  c¯i (1 + pci δci ), i  1, 2



(23)



where c¯i are the nominal value of the corresponding mass, pci  0.3 is the maximum relative uncertainties in each of the mass and −1 ≤ δci ≤ 1. The block partition matrix Q c is represented as ⎡ Qc11 Qc = ⎢ ⎣⎢Qc21



Qc12 ⎤ ⎡02×2 ⎥=⎢ Qc22 ⎦⎥ ⎣ C f



Cg ⎤ C ⎥⎦



(24) 4×4



Similarly, the actual damping coefficients of the system with all possible uncertainties are represented as ki  ki (1 + pki δki ), i  1, 2



(25)



where ki is the nominal value of the corresponding spring stiffness constant, pki  0.2 is the maximum relative uncertainty in each of this coefficient and −1 ≤ δki ≤ 1. The block partition matrix Q k is represented as ⎡ Qk11 Qk = ⎢ ⎢⎣Qk21



Qk12 ⎤ ⎡02×2 ⎥=⎢ Qk22 ⎥⎦ ⎣ K f



Kg ⎤ K ⎥⎦ 4×4



(26)



The block diagram representation of a two-DOF mass-spring-dashpot dynamic system in Fig. 6 with uncertain parameters treating um , uc and uk to be the output of uncertain m , c and k block respectively that are fed as input to the nominal blocks Q m , Q c and Q k respectively. Similarly, ym , yc and yk are outputs of Q m , Q c and Q k are fed as inputs to the m , c and k respectively.
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Now, the state vector for the two-DOF mass-spring-dashpot dynamic system can be defined as 



T X  x1 x2 x3 x4



(27)



where, x1  u1 , x2  u2 , x3  u˙ 1 , x4  u˙ 2 The output vector defined in terms of state variable as T 



T 



T y  x1 x2  y1 y2  u1 u2



(28)



The LFT representation of two-DOF mass-spring-dashpot dynamic system considering input output of all block partition matrixes Q m , Q c and Q k can be represented as



(29)



where,



⎡ 02×2 ⎢ −1 ⎢−M K ⎢− M −1 K Π=⎢ ⎢ 02×2 ⎢ Kg ⎢ ⎣⎢ I 2×2



I 2×2 − M −1C − M −1C Cg 02×2 02×2



02×2 − M −1M − M −1M 02×2 02×2 02×2



p p



02×2 − M −1C f − M −1C f



02×2 − M −1 K f − M −1 K f



02×2 02×2 02×2



02×2 02×2 02×2



02×2 ⎤ M −1 ⎥⎥ M −1 ⎥ ⎥ 02×2 ⎥ 02×2 ⎥ ⎥ 02×2 ⎦⎥12×12



The input output representation of the uncertainty matrix can be expressed as ⎡ ⎤ ⎡ ⎤ ym um ⎥ ⎣ uc ⎦  smd ⎢ (30) ⎣ yc ⎦ uk yk ⎤ m 0 0 ⎥ ⎢ where, smd  ⎣ 0 c 0 ⎦ 0 0 k 6×6 The state space representation of two-DOF mass-spring-dashpot system is expressed as ⎡
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⎡



⎤ ⎡ ⎤ x˙ x ⎢ ym ⎥ ⎥ ⎢ u ⎢ ⎥ ⎢ m⎥ ⎢y ⎥ ⎢ u ⎢ c ⎥  G smd ⎢ c ⎥ ⎥ ⎢ ⎥ ⎣ uk ⎦ ⎣ yk ⎦ f y ⎡A



B1



B2 ⎤



⎢⎣C2



D21



D22 ⎥⎦12×12



(31)



where, Gsmd = ⎢⎢ C1 D11 D12 ⎥⎥ Now,  A



02×2 −M







−1



K −M



−1







⎡







I2×2 C



,



B1  ⎣



4×4



⎡



−1



02×2 −M −1



−1



02×2



02×2



−1



−1



M p −M ⎤



C f −M



Kf



⎤ ⎦,



⎢ −M K −M C ⎥ ⎢ 02×2 , C  B2  Cg ⎥ 1 −1 ⎦, ⎣ M 4×2 Kg 02×2 ⎤ ⎤ ⎡ ⎡ −1 −1 −1 −1 M −M C −M K −M −M p f f ⎥ ⎥ ⎢ ⎢ ⎥ ⎢ D11  ⎢ 02×2 02×2 ⎥ ⎦ , D12  ⎣ 02×2 ⎦ ⎣ 02×2 02×2 02×2 02×2 02×2 6×2 6×6    



C2  I2×2 02×2 , D21  02×2 02×2 02×2 , D22  02×2 2×2 02×2



2×4



2×3



The generalized perturbed two-DOF mass-spring-dashpot dynamic can be described by Upper LFT framework (Fig. 7). y  FU (G smd , smd )f



Fig. 7 Upper LFT representation of the Two-DOF MSD dynamic system



(32)
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Fig. 8 Closed loop LFT in H∞ design



Fig. 9 Robust stability test of MSD with H∞ controller



4 H∞ Control Based Frequency Domain Validation The frequency domain validation of uncertainty modeling in LFT framework has been investigated in the context of robust control theory [14]. The objective is to design an H∞ controller that achieves certain performance specification and remain stable in the presence of all possible uncertainties.



4.1 Simulation Results An H∞ sub- optimal control law has been implemented for closed loop interconnected system shown in the Fig. 8. The H∞ controller K minimizes the  .∞ norm of the nominal transfer function matrix FL (P, K ) from the disturbance (dist) to the weighted output e. The interval of γ iteration for H∞ control law has been chosen in between 0 to 10 with a tolerance of 0.001. The H∞ controller of the closed loop system achieves the  .∞ norm equal to 1.0005. All stable poles of the designed H∞ controller make the closed loop system more acceptable in practice. The closed loop system with H∞ controller achieves the robust stability and the maximum value of μ is 0.73995 shown in Fig. 9 and also achieve the robust performance with a maximum value of the μ is 0.97076 shown in Fig. 10.
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Fig. 10 Robust performance of MSD with H∞ controller Table 1 Numerical values of Two-DOF MSD dynamics system



Symbol



Value



Unit



Symbol



Value



Unit



m1



2



Kg



k1



6



N/m



m2



1



Kg



k2



3



N/m



c1



0.1



N/m/s



f1



sin t



N



c2



0.3



N/m/s



f2



sin t



N



Numerical values of the two-DOF- MSD dynamics system are given in Table 1.



5 Conclusions This paper presents the mathematical generalization of control oriented LFT modeling of an uncertain coupled multi-input multi-output system with an equal number of input outputs. The uncertain physical parameters are not exactly known and it can be assumed that the parameters values are known within certain intervals and the uncertain parameters express in terms of possible relative error. LFT modeling of a given linear multi input multi output system is not necessarily minimal. For the minimal realization of any multidimensional system refers to as a smallest possible representation of the uncertainty matrix . It is entirely dependent on the field of realization. The proposed generalized LFT modeling structure for linear multi input multi output dynamic system is applicable only to a system having an equal number of inputs and outputs. Proposed generalized control oriented LFT modeling algorithm has been implemented in a two-DOF linear mass-spring-dashpot dynamic system and the formulated model in LFT framework has been validated in the context of H∞ Control law. H∞ control based frequency domain validation process shows satisfactory results for validating uncertainty model of the two-DOF linear mass-spring-dashpot dynamic system in LFT framework.
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