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Preface Technological advances over the past decade have resulted in an explosion of available data, putting an end to researchers’ focus on single genes or proteins and promoting system-wide approaches into biomedical research. The so-called big data era brings along the need for ways to extract meaningful information that go beyond manual inspection of large-scale datasets. An expanding toolbox of computational methods is evolving for identification and interpretation of biological phenotypes. Data-driven analyses, gene and protein set enrichment, representation of large-scale data into networks, and mathematical modeling of biological phenotypes are now emerging as means for the sophisticated analysis of the available biological data. Computational Cell Biology: Methods and Protocols is targeted toward scientists who wish to employ computational techniques for analyses of a wide range of biological contexts, providing a great overview of suitable methods currently used in the field. It is written for a broad audience ranging from researchers who are unfamiliar with computational biology to those with more experience in the field. A number of review-style chapters give an overview of available data resources and analysis methods, while easy-to-follow protocols allow the researcher to apply various computational tools to an array of different data types. Copenhagen, Denmark
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Part I Big Data- and Its Implications in Cell Biology



Chapter 1 Rule-Based Models and Applications in Biology Álvaro Bustos, Ignacio Fuenzalida, Rodrigo Santibáñez, Tomás Pérez-Acle, and Alberto J. M. Martin Abstract Complex systems are governed by dynamic processes whose underlying causal rules are difficult to unravel. However, chemical reactions, molecular interactions, and many other complex systems can be usually represented as concentrations or quantities that vary over time, which provides a framework to study these dynamic relationships. An increasing number of tools use these quantifications to simulate dynamically complex systems to better understand their underlying processes. The application of such methods covers several research areas from biology and chemistry to ecology and even social sciences. In the following chapter, we introduce the concept of rule-based simulations based on the Stochastic Simulation Algorithm (SSA) as well as other mathematical methods such as Ordinary Differential Equations (ODE) models to describe agent-based systems. Besides, we describe the mathematical framework behind Kappa (κ), a rule-based language for the modeling of complex systems, and some extensions for spatial models implemented in PISKaS (Parallel Implementation of a Spatial Kappa Simulator). To facilitate the understanding of these methods, we include examples of how these models can be used to describe population dynamics in a simple predator–prey ecosystem or to simulate circadian rhythm changes. Key words Stochastic simulation, Rule-based modeling, κ language



1 The Stochastic Simulation Algorithm (SSA) The SSA, also known as Gillespie’s algorithm [10], is the basis of most stochastic simulation tools available. This algorithm and the tools based on it assume there is a homogeneous and “wellstirred” system of particles named agents. Agents can represent any type of entity within a system, i.e., molecules or individuals, and the interactions between agents are determined by a set of rules or equations taking place at certain rates. These rules are ordered and divided into agents to which the rule applies and products (outcome agents). For instance, in a system of chemical reactions described by an equation or rule (reactants → products), every set of particles matching the left side of the equation (or reactant agents) has an equal probability of being
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the subject of that rule, that is to undergo the process described by the rule. To clarify, given a reaction of the form A + B → C in a system with 1000 particles of type A and 1000 of type B, this “well-stirring” assumption means that every pair of particles {A1 , B1 }, {A1 , B2 }, . . . , {Ai , Bj }, . . . , {A1000 , B1000 } has equal probability of interacting to produce a particle of type C. Another important assumption made by the SSA is that the volume or area where the simulation takes place is fixed, and thus, concentrations of agents correspond to the discrete number of agents of each type. To describe chemical systems, and this can be extended to any other type of system, a specific set of reactions is required. Reactions in this algorithm always match the following schema (Eq. (1)): m1 A1 + · · · + mr Ar → n1 C1 + · · · + ns Cs



(1)



Whenever a reaction of this type takes place, a set of m reactant particles of types Ai are removed from the simulation (for i = 1, . . . , r) and are in turn replaced by another set of n product particles of types Cj (for j = 1, . . . , s). It should be noted that any of the products Cj could be of the same kind as one of the reactants, and that this schema covers reactions as simple as Ai → Aj to more complicated reactions requiring several types of different agents. Other important reactions that follow the same schema are Ai → Ø to indicate degradation of agents and very similarly, Ø → Ai to model the addition of a new element in a system. Rules are applied according to reaction rates, which defines different behaviors of the system upon variations in the concentration of its reactants. The quantity of each type of agent, or state of the system, at a given time t can be represented by a vector of non-negative integers, or state vector, in which each entry represents the amount of each agent type. The outcome of a given chemical reaction can also be represented by a state-change vector, with the same size as the state-vector at time t. The negative entries in the state-vector depict the consumption of an agent, positive values mean the creation of an agent, and 0 or null value indicates no change for a particular agent type. Therefore, if the state vector before a given reaction  and the associated state-change vector is dr , the state of r is X  to X  + dr after the reaction occurs. the system changes from X For example, in a medium that has samples of three different chemicals A, B, C, the following vector represents the existence of 1000 molecules of type A, 900 of type B, and 1200 of type C at time t:



Rule-Based Models and Applications in Biology



5



⎤ ⎡ 1000  X(t) = ⎣ 900 ⎦ 1200 In a similar way, the following two chemical reactions r1 and r2 correspond, respectively, to the two state-change vectors dr1 and dr2 : r1



→C 2A + B − ⎡ ⎤ −2  ⎣ dr1 = −1⎦ 1



r2



2C − → 2A + B + C ⎡ ⎤ 2  ⎣ dr2 = 1 ⎦ −1



Note that in the second reaction one of the particles of type C acts as a catalyst and the outcome effect of reaction r2 is the same r2 → 2A + B with a dr2 state-change vector identical to as of C − −dr1 . However, the relationship between the different probabilities of reactions r1 and r2 happening and the amount of particles of type C present lead to different long-term behaviors of the system. A reaction r is fully specified by the state-change vector dr and a propensity function a. This propensity function takes the  as argument and calculates the rate of every reaction state vector X  > a(r2 , X)  reaction r1 is more r in the system; thus, if a(r1 , X) likely to occur than r2 . This is a discrete model; therefore, the  is combinatorial in nature. For a fixed r, it should, function a(r, X) theoretically, be directly proportional to the number of distinct sets of molecules that match the left side of the equation describing the reaction r and the physical properties of the medium being simulated. In this way, a probabilistic mathematical model of any set of reactions can be built given their state-change vectors dr and a propensity function a. The function a reflects the constraints given by the chemical nature of the system being modeled and allows the description, at least indirectly, of the probability distribution of the possible future state of the system, given its initial state and a time lapse:   0 ) = x0 ) P ( x , t | x0 , t0 ) := P(X(t) = x | X(t



(2)



Equation (2) is the Markovian condition that assumes the future state of the system relies exclusively on the present state ( x0 , t0 ) and the propensity function of each possible reaction. To be precise, to get to state x at time t + dt for a dt small enough to ensure that the probability of two reactions occurring in that time interval is negligible, either the state at time t is also x, or the state at time t is x − dr , and reaction r takes place during the interval [t, t + dt]. Thus, we have the following approximate equality (in which R is the set of all reactions):
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P ( x , t + dt | x0 , t0 )  P ( x − dr , t | x0 , t0 ) P(reaction r happens in [t, t + dt]) ≈ r∈R



+ P ( x , t | x0 , t0 ) P(no reaction happens during [t, t + dt])  P ( x − dr , t | x0 , t0 )a(r, x − dr ) dt ≈ r∈R







+ P ( x , t | x0 , t0 ) 1 −







 a(r, x) dt



r∈R



From the last expression (Eq. (1)), moving the term P ( x , t | x0 , t0 ) to the left side of the equality and dividing by dt, the following identity is obtained as dt → 0:  d P ( x , t | x0 , t0 ) = [P ( x − dr , t | x0 , t0 )a(r, x − dr ) dt r∈R − P ( x , t | x0 , t0 )a(r, x)]



(3)



Equation (3), commonly known as the Chemical Master Equation (CME), can be rigorously formalized from the laws of probability and the theory of Markov processes [9], but for simplicity we will use the informal derivation given above. Although the previous equation is theoretically enough to determine the probabilities involved in the simulation at any moment given an initial state (i.e., the function P ( x , t | x0 , t0 )), determining an explicit form of P analytically from the CME is usually extremely hard. This difficulty is due to Eq. (3) being a system of coupled differential equations with one function for each different state vector , and thus it can potentially have infinite unknown functions. Therefore, using this equation directly as a basis for a simulation is extremely impractical for systems composed of many different types of agents and/or with a large number of rules. However, it is possible to construct accurate numerical Markov simulations that follow the distribution given by the CME [10]. To accomplish this and accurately simulate the future state of a system based on information of the current state, only two questions need to be answered: •



Which reaction will happens next?, and



•



How much time will pass from now until it happens?



Thus, for an accurate simulation, we only need information about the conditional probability distribution of the next reaction r and expected time τ . So, we define the function p(r, τ | x, t) as follows: p(r, τ | x, t) dτ ≈ P(the next reaction happens in the interval  [t + τ, t + τ + dτ ] and is of type r | X(t) = x)
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If we assume the Markovian memoryless property, this probability should be independent of the current time t; thus, the definition can be simplified slightly by removing references to t: p(r, τ | x, t) dτ ≈ P(no reactions during [0, τ ] and a reaction of  type r during [τ, τ + dτ ] | X(0) = x). Assuming that every reaction r takes place independently of all other reactions, the Markovian assumption tells us that the expected time Tr until a reaction of type r is an exponential variable of rate a(r, x) [17, chapters 6–7]. Thus, the time T = minr∈R T r until the next reaction is an exponential variable of rate a0 ( x ):= r∈R a(r, x), and it is independent of the reaction r chosen. Therefore, an explicit value for the probability density p can be easily determined: p(r, τ | x, t) = a(r, x) exp(−τ a0 ( x )).



(4)



Equation (4) can be used to generate trajectories that follow the desired distribution, since it implies that the probability of choosing a given reaction r is a(r, x)/a0 ( x ) and it is independent of the expected time T , we get the following simple algorithm for generating valid trajectories given an initial state x0 :  as x0 and the current time t to 0. 1. Initialize the state X ⎡



⎤ 1000 



  = t0 ) = ⎣ 900 ⎦ × A, B, C x0 = X(t 1200



r1



2A +B − →C r2 → 2A + B + C 2C −



2. Generate two random numbers p1 , p2 in [0, 1] (uniform distribution), for example: p1 = 0.18 and p2 = 0.67 x ) = r∈R a(r, x) 3. Determine the reactivity of the system as a0 (  This ensures that and set δt as the value ln(1/p1 )/a0 (X). the random variable δt has an exponential distribution with  For simplicity, each reaction occurs at the same rate a0 (X). frequency r = r1 = r2 = 1.0 s−1 a0 ( x ) = r1 × A × (A − 1) × B + r2 × C × (C − 1) a0 ( x ) = r1 × 1000 × (1000 − 1) × 900 + r2 × 1200 × (1200 − 1) δt = ln(1/0.18)/900,538,800 = 1.90 × 10−9 s = 1.90 μs
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4. Suppose the set of reactions is given by R = {r1 , . . . , rj , . . . , rn }.   0 (X). The probability to choose any reaction r ∈ R is a(r, X)/a We choose the reaction rj testing the following inequality: n−1   a(rj , X) j =1



 a0 (X)



≤ p2 



n   a(rj , X)



 a0 (X)



j =1



For example, given the two reactions r1 and r2 , we test the following inequalities: 0 ≤ 0.67 



1   a(rj , X) j =1



0.9984 ≤ 0.67 



 a0 (X)



= 0.9984



2   a(rj , X) j =1



 a0 (X)



= 1.0000



5. Replace the old value of t by the new value t + δt and the old  with X  + dr , where r is the reaction chosen in step value of X (4). ⎡



⎤ ⎡ ⎤ ⎡ ⎤ 1000 −2 998  = t0 + δt) = ⎣ 900 ⎦ + ⎣−1⎦ = ⎣ 899 ⎦ x1 = X(t 1200 1 1201  and go back to step (2) or finish 6. Save the new values of t and X  if a0 (X) = 0. This is a basic form of the SSA, readers interested in a more indepth analysis of the model may consult the review by Gillespie in [10]. Common methods for the simulation of rule-based models use adapted versions of this algorithm to generate accurate simulations, each approach making certain assumptions and often requiring a formal language to describe the models. Examples of such SSA-based implementations are BioNetGen [3] and KaSim [13], each with its own formal language (BNGL [7] and Kappa [16], respectively).



2 Introduction to Ordinary Differential Equations Models Another common approach to the study of the dynamic behavior of complex systems employs ODEs or Partial Differential Equationss (PDEs) based on the empirical law of mass action [12, 21]. This law states that the rate of a chemical reaction is proportional to the activity of each of its reactants. In order to simplify the model, it is often assumed that such activity values match the concentrations
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of each reactant. While this is generally not true, for elemental reversible reactions with no intermediate steps, it is a reasonable assumption and an acceptable approximation. For instance, given an elemental reversible reaction such as the following: A+BC the rate at which the forward reaction A + B → C occurs is proportional to the concentrations of A and B, with a similar remark applying to the backward reaction. This simple reversible equation prompts the following three ODEs systems as a candidate for modeling its evolution or dynamic behavior over time: d[A] = −k1 [A][B] + k2 [C] dt d[B] = −k1 [A][B] + k2 [C] dt d[C] = k1 [A][B] − k2 [C] dt in which [X] stands for the concentration of the reactant X and k1 and k2 are rate constants usually determined from experimental data. The right-hand side of the equation represents that in the forward reaction (A + B → C), one instance of A and one of B are replaced by one of C, with the opposite happening for the reverse reaction. This small system of ODEs is usually nonlinear. The model has a very simple structure, and allows both numerical and theoretical analyses. For instance, equilibrium can be calculated assuming that k1 [A][B] − k2 [C] = 0, which leads to Eq. (5): K=



k1 [C] = k2 [A][B]



(5)



where K is called the equilibrium constant of the system and does not depend directly on the concentrations of the reactive substances but only on the rate constants k1 , k2 . K governs the asymptotic behavior of the system as time goes to infinity [19, 20]; more precisely, a system of chemical reactions eventually reaches a situation in which the concentration of each chemical involved remains unchanged, with this value being determined by the constant K [20, chapter 17]. This can be seen mathematically by noticing that the system of equations above has a constant solution whose value depends on K, and any other positive solution converges to this value as t → ∞ [21]. However, for more complex reactions and systems with more types of agents, the setup of the ODE system and the structure of the resultant reactions become very difficult to simulate using
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this type of equation [10]. Chemical reactions such as electrolysis, which involves two or more instances of the same reactant, introduce higher-order terms that might induce unexpected and/or difficult-to-explain behavior in numerical simulations. In addition, non-elementary reactions have to be decomposed into a series of elementary reactions, which can greatly increase the number of terms and variables involved in the system. Thus, the ODE approach becomes impractical very quickly in sufficiently complex chemical systems. Another drawback of this approach is that low concentrations or quantifications of agents can lead to unrealistic simulations of the behavior of the system in the long term upon extinction of these agents. This is particularly noticeable in small systems comprised of only hundreds or thousands of agents. Another characteristic of the ODE-based approach is that it is purely deterministic. Given that in a real chemical system there are random fluctuations and non-deterministic phenomena, a deterministic model might not be able to fully represent all of the possible outcomes of the system. As in the previous paragraph, it is worth mentioning that random fluctuations usually have negligible long-term influence in large systems with sufficiently high concentrations of every species in the system. However, they become much more evident in systems with a lower number of components. In such systems, there are potential alternative outcomes (different from the average behavior simulated by deterministic models) with large quantitative differences and non-negligible probabilities. Hence, taking into account this non-deterministic behavior becomes essential to understand small-scale systems [10]. Lastly, ODE-based models usually carry no spatial information, as the medium is assumed homogeneous and well-stirred, with a uniform distribution of all system components. Here, we describe several biological systems in which those assumptions are invalid. The most straightforward way to create models that take into account spacial information is by replacing the concentration value as a function of simulated time for each entity [X](t) by a spatial density term ρX (t; x, y, z), which represents the density of X in a small neighborhood of points in the area or volume comprised by the model. Also, additional terms in the differential equations above are required to model physical phenomena that may affect density. For example, the chemical entities in the simulated system are liquids capable of diffusion; a possible set of equations for the reaction A + B → C could be defined as ∂ρA = −ρA − kρA ρB ∂t ∂ρB = −ρB − kρA ρB ∂t ∂ρC = −ρC + kρA ρB ∂t
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where each ρ term corresponds to the following sum of partial derivatives (known as the Laplacian or Laplace operator): ρ =



∂ 2ρ ∂ 2ρ ∂ 2ρ + + ∂x 2 ∂y 2 ∂z2



This conforms to the usual diffusion reaction from physics (as stated in [6, Chapter 2]), ∂ρ/∂t + ρ = 0 (with constant diffusion rates uniformly equal to 1), after adding the additional terms brought by the law of mass action considering that for a very small neighborhood of a point (x, y, z) the term [X] is proportional to ρX and the chemical X may be assumed approximately homogeneous.



3 Parallel Implementation of Spatial κ 3.1 The κ Algorithm



In this section, we introduce a modified version of the SSA to allow more complex simulations in a variety of contexts beyond the standard chemical applications. We do not go in depth into the mathematical formalisms behind the modifications of the SSA introduced here; these details may be consulted in publications about the κ language such as the work of Danos et al. [4, 5]. The discussion below follows the theoretical framework setup by Danos, with a schematic graphical notation whenever possible. For the actual language and syntax used in standard implementations such as KaSim, please consult the KaSim reference manual [14]. Nevertheless, the examples in this and the following sections can be easily implemented in KaSim, which provides all of the standard κ framework. Further examples that involve spatial information are designed to be compatible with PISKaS [18], which is a spatiallyenhanced fork of KaSim. The classical Gillespie’s algorithm treats every kind of chemical compound (or, in general, a variation of an agent) as a separate type, no matter how similar it may be to a previously existent type of compound [5]. This becomes problematic when there is a large amount of different compounds that are similar—but not identical—as there is no way to express this similarity properly in the classic SSA framework, even if these cannot participate in the same reactions. Thus, this results in state-vectors with a large number of entries and (usually) several almost-duplicate reactions or rules involving small variants of the same compound, requiring too many computational resources to simulate such systems. Another problem is that the described SSA framework ignores the internal structure of the compounds involved. This is a problem when dealing with complex molecules such as proteins or DNA, since their internal structure can severely influence the outcome of a chemical process out of sheer geometrical positioning, let alone
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physical or chemical constraints caused by the size of the molecule. Last, biological systems and other complex systems are naturally compartmentalized (cellular compartments), a characteristic difficult to replicate into a model using an algorithm that assumes a homogeneously mixed environment where all reactions take place. The first two observations made above suggest that a modification of the data structure used to store the current status of the system, as well as a change in the idea of what constitutes an agent, might allow for a more flexible and robust framework. The concerns about information regarding the fixed structure of a compound suggest that an atom is probably a better model than a molecule for the concept of agent. An atom interacts with other atoms in several ways, the covalent bond being among the simplest to understand conceptually: Each atom can form a finite number of preestablished links of a specific type with one or more other atoms, which in turn can also have links between themselves. For instance, an oxygen atom can form two covalent bonds, or in other words, it has two “open places” where other atoms can bind to, while a hydrogen atom can form a single covalent bond. When two hydrogen atoms bind to one oxygen atom by forming two covalent bonds, a water molecule is formed. Similarly, chemical reactions can be expressed as the formation or destruction of links between reactants or agents. This motivates storing the current state of the system as a site graph [5]. This graph corresponds to a network in which the nodes or agents have a specific structure that limits the kinds of connections or bonds that can be formed. More specifically, •



Each agent has a type. Going with our chemical analogy, this would correspond to the specific element (hydrogen, helium, oxygen. . . ) of each atom.



•



Each type has a set of sites associated with it. Every site has a set of possible internal states. In our example, these sites correspond to the places in the atom where covalent bonds can be formed, while the internal states may correspond to markers of phenomena like partial charges, or differentiators between distinct types of chemical bonds.



•



Each link between two nodes (agents) connects exactly one site from one of the agents to one site of the other; reciprocally, a site from an agent can be involved with at most one link with another agent. In our chemical example, this means, for instance, that each of the two “open positions” from an oxygen atom can participate in only one covalent bond with another atom and thus this atom can be bound to at most two other atoms at once.



Reactions or rules can be also described via site graphs. A rule r is expressed via a site graph Sr and a set of transformations Ar , which
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corresponds to the addition or removal of edges between sites of Sr , changing their internal states, or adding or removing agents from Sr . As a simple example, let us consider the reaction of electrolysis: 2H2 O → 2H2 + O2 To describe this reaction, only two types of agents are needed: H and O, each one representing the type of atom. Agents of type H have one site, h1 , while agents of type O have two sites o1 and o2 . For our current purpose, neither of the sites has a specific internal state. The reactants can be represented by a graph with six nodes (agents), two of type O and the rest of type H; each of the four sites oi , i = 1, 2 is linked to a single h1 site from one of the H agents. Furthermore, the set of transformations to be applied to this graph are as follows: •



Delete the four oi h1 links.



•



Add a h1 h1 link to the two H agents corresponding to each water molecule.



•



Add two links, o1 o1 and o2 o2 , between the two O agents.



The effects of these operations on a set of agents can be observed graphically in Fig. 1. Observe that by the specific combinations of two types of agents, we are able to describe three different species participating in this reaction (H2 O, H2 , O2 ). With the same two agents, other chemical species can be easily described. For example, ozone can be described using three O agents and different internal states to represent the hybridization of the chemical bonds involved. Another example is hydrogen peroxide, which uses two H and two O agents, with a pattern of links mimicking the chemical structure of the molecule. By adding only a third type of agent with four sites c1 , . . . , c4 , we can include carbon atoms in our model and thus represent the whole set of hydrocarbon species and other related types of compounds.
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Fig. 1 Rearrangement of agents over the application of a rule corresponding to the reaction of hydrolysis, 2H2 O → 2H2 + O2
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The κ framework allows declaring certain internal states or site links as “undefined,” which allows applying the same rule to similar, but not identical, species. For example, the formation of alcohols from hydrocarbons corresponds to a set of very similar reactions, usually consisting of replacing a single H agent by a two-agent subgraph corresponding to the radical −OH. Therefore, specifying the whole structure of the hydrocarbon involved is usually superfluous. 3.2 Non-chemical Models in κ : A Predator–Prey Ecosystem



While the original motivation for the SSA comes from literal expression of chemical reactions, this framework can be used to model other types of systems where the agents involved do not represent chemical units but instead more complex entities. A simple example of this is the implementation of a predator– prey model, where agents represent a predator species that may consume other agents (prey). In this model, additional agents may also be used to indicate the availability of limited resources, such as plants or edible fruits for the sustenance of a herbivorous prey. A simple system involving two species A, B (prey and predator, respectively) can be modeled via a set of Lotka–Volterra equations (as seen in [15, chapter 7, section B]), which correspond to the following system of differential equations: dA = αA − βAB dt dB = γ AB − δB dt Here, α, β, γ , δ are nonnegative rate constants. The two terms of the first equation are interpreted as follows: αA means that the rate of growth of the prey species is proportional to the number of extant members of the species (i.e., exponential growth); −βAB represents the predation rate of members of A by the B species, which assuming a homogeneous population is proportional to the product AB. With respect to the two terms of the second equation, these are interpreted as γ AB corresponds to the growth rate of the predator species, which is proportional to the number of extant members of B and A as well as to the number of available resources or the amount of prey population; and the term −δB is the rate of extinction of the predator, assumed to be proportional to the current population of B. Note that the rate of natural death of A is neglected (technically, it can be represented by a diminished value of the constant α) as well as the dependence of A on other resources (for instance, available plants for a herbivorous animal). Moreover, the population density of both species is assumed to be constant. For instance, sexual reproduction is not considered, no age groups are taken into account (which makes this model inaccurate for predator
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species that target young members of the prey species), and no extinction of any of the involved species can be studied, since the population densities are assumed to be constant. The simple Lotka–Volterra model can be implemented as a κ model, allowing inclusion of different parameters into the model such as natural dead, variable population densities, sexual reproduction, and age groups. In order to simplify notation, we expressed the model as chemical equations with internal states being represented via parentheses and linked sites via lines whenever necessary. The rules of reproduction for A and extinction for B have a very simple format: r1



A− → 2A r2



B− →∅ The reproduction rule for B has A as a catalyst, as the frequency at which reproduction of B occurs depends on the A population, as B will attempt to reproduce more often if there are more resources available, but this does not mean they should consume a member of A every time they attempt to reproduce. Thus, the rule is r3



→ A + 2B A+B − Finally, the predation rule has B as a catalyst; for it to occur, a member of A needs to encounter a predator B. In this model, “hunger” or similar states are not considered. Thus, the rule appears as follows: r4



A+B − →B The rates of each of those rules depend on the values of α, β, γ , δ and they can be determined in the same way as if they were chemical reactions. Note that this model does not take into account internal states (e.g., hunger) or links between agents (e.g., two B agents acting together to capture a prey). Next, we will discuss possible improvements of the model by using internal states or links to represent this type of situation. One simple addition to this model would be the implementation of sexual reproduction. Of course, this will not apply to every type of species, and its effects might be negligible in simple ecological systems; however, for environments with large disparity in sex distribution or acute sexual dimorphism, this approach might provide an accurate model. To implement sexual reproduction into the model, we can use sites as a property of the agents. Sites are variables that can be used to store a finite set of values or states in the form of qualitative or quantitative descriptors. Thus, we can use a site g in each agent to
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represent the sex (e.g., ♀, ♂ for male and female, respectively, or  for species with hermaphroditic individuals). Thus, the rules for sexual reproduction are as follows: A(♀) + A(♂) → A(♀) + A(♂) + A(♀) A(♀) + A(♂) → A(♀) + A(♂) + A(♂) A(?) + B(♀) + B(♂) → A(?) + B(♀) + B(♂) + B(♀) A(?) + B(♀) + B(♂) → A(?) + B(♀) + B(♂) + B(♂) Note the A(?) term in the left side of the predator reproduction rules. As stated before, we allow for sites or links to be undefined so a single rule can be applied to every combination of internal states of A. In this case, what matters is that there are available resources (i.e., prey) and not the specific sex of the prey animals present. The A(?) term on the right-hand side means that the corresponding term on the left-hand side remains untouched. These rules add new agents of a specific type (A(♂), A(♀), B(♂), B(♀)) without affecting the existing ones. Age information or the stage of maturation of the agents can also be useful to improve the Lotka–Volterra basic model. For instance, we can suppose that predators more often capture young or elderly animals of the prey species due to inexperience, physical weakness, or illness. Similarly, only animals that have reached sexual maturity can reproduce, and in some species elderly animals present diminished fertility. To incorporate this information into the model, we include an additional internal state d, whose values correspond to the different stages of development of each species, for instance {Dc , Dy , Da , De } (child, young or adolescent, adult or sexually mature, elderly or senescent, respectively). We need to define rules of growth that make every agent transit through those internal states sequentially: A(?, Dc ) → A(?, Dy ) For examples of sex- and age-segregated ecological models that served as the inspiration for the set of rules shown here, see Fundamentals of Mathematical Ecology, by Mark Kot [15]. Every rule introduced above could be reproduced in a relatively simple way in the usual Gillespie’s framework. However, the possibility to link agents through sites has not yet been covered in the κ language in this section. As an example, we will consider the formation of herds in both predator and prey species. A large group of prey animals can fend off a lone predator, while a prey animal can be more easily overwhelmed by a herd of social predators when alone or in a small group. A potential way to implement this would be to add a few sites through which an agent can be linked to others of the same kind. Those links can represent social relations in the herd, and we can
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define rules to represent both herd protection and social hunting. For instance, we can add a few “relation sites,” e.g., p ♀ , p ♂ , c, m (mother, father, child, mate) to represent a monogamous species with just one offspring per reproduction event and define the following state rules: m m



B(♀, Da )



B(♂, Da ) → B(♀, Da )



c,p♀



B(♀, Dc )



p♂ ,c



B(♂, Da )



s,t



Here, the notation B B means site s from agent B is linked to site t of another agent B. Thus, this rule reads as follows: two agents who are in the “adult” stage of development and are a mating couple (there is a link between the m sites of both agents) engender a third agent (in this case, female) and the c site of each parent agent gets linked to the respective p site of the new B(♀, Dc ) agent (the former two agents get marked as parents to the new child agent). 3.3 Spatial Information in κ



Usually, the setup for the simulation algorithm of the κ framework in the standard implementations of κ such as KaSim [5, 14] makes the same physical assumptions as the standard SSA, in particular that the medium is homogeneous and well-stirred, which means that the agents are uniformly distributed in the environment. This simplifies the model defining the probability of two agents interacting as proportional to their respective population. While this assumption is valid for certain systems, e.g., chemical reactions in gases, it might not be applicable to systems that are not homogeneous or have spatial dependences. For instance, the cell membrane provides different chemical and physical properties to the intracellular and extracellular medium. Moreover, the transfer of certain substrates from one medium to the other is in itself a phenomenon of interest, which is entirely ignored by the κ framework. Thus, incorporating spatial information to an implementation of the κ language allows for more realistic models. However, the assumption of homogeneity cannot be completely eliminated, as we usually care only about large-scale tendencies and not individual agent behavior. In the cell membrane system, there are two different and clearly defined media. Interactions between them consist of transportation of certain agents from one environment to the other through the membrane. We assume that both environments or cellular compartments are homogeneous; hence, the probability of a certain agent approaching the membrane depends on the quantity of that agent, which can be represented using rules.
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One way to implement such system of compartments is simply to add a new site w to every agent to represent each medium, which can have two states i and o corresponding to inside and outside the cell. Each rule becomes a set of rules, one per compartment, to ensure that agents only interact with other agents in the same compartment: A + B → C becomes



A(i) + B(i) → C(i) A(o) + B(o) → C(o)



The transport rules change the states of agents from one compartment to another. In this case, we can represent this via rules like A(i) → A(o) and A(o) → A(i), each with a certain rate. In this way, to simulate osmosis through equal volumes, each of those rules should have equal rate, such that the compartment with higher concentration has a higher rate of transportation. For a more complete system with many more compartments, we can separate the cell space into a series of subspaces that we assume approximately homogeneous. This is analogous to the Riemann sums method to compute an integral: 



1 0



f (x) dx ≈



n−1  f (k/n) k=0



n



To recall, this method allows to approximate the area under a curve given by the function f as a sum of the areas of small rectangles [2]. Here, we divide the interval [0, 1] into n equal subintervals (subspaces) of length 1/n, and we assume that the value of f in [k/n, (k + 1)/n] is approximately f (k/n), i.e, this assumption does not significantly affect the value of f and it is similar to the “approximately homogeneous” assumption from above. For Riemann summations, a large value of n, and, thus, 1 smaller subintervals, gives a better estimation of 0 f (x) dx, at least when f is a continuous function. In a similar way, we can suppose that with smaller subspaces we should reach a better approximation. If the space of agents has some kind of geometrical properties, we can represent them via the transport rules: Compartments that are geometrically adjacent should have a higher rate of transfer reactions. For instance, we could represent a cell as two different compartments, nucleus and cytoplasm (Fig. 2), interconnected by several transport mechanisms, or build a more complex system where the nucleus is represented as a central compartment surrounded by several other compartments representing subspaces of the cytoplasm (Fig. 3). To represent the geometry of the system, here we assume that there are only transport rules between adjacent compartments,
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Cytoplasm Nucleus Nucleus



Cytoplasm



Fig. 2 Internal representation and interpretation of a two-compartment model for a cell. Note that the geometry of the cell is not taken into account and thus the cytoplasm and the nucleus are taken as entirely homogeneous



Fig. 3 Potential compartment arrangements to represent the geometry of a cell. (Left) A 2D arrangement of nine compartments with eight representing the cytoplasm and the central one representing the nucleus. The arrows represent possible transport rules. (Right) A potential 3D version of the former 2D arrangement. The marked (central) compartment corresponds to the nucleus, while the other 26 represent the cytoplasm; there are transport rules among compartments that share a face



automatically considering that the rate of any transport rule between nonadjacent compartments is zero. As stated before, this does not require a special implementation of κ and can be done in the usual implementations such as KaSim by using a special site whose states correspond to the different compartments. However, since we need a copy of a rule for each compartment, this may result in several redundant rules that may severely impact execution time. Thus, an implementation allowing explicit declaration of compartments can reduce the total number of rules needed and improve the performance of the simulation. In what follows, we will discuss one such implementation, namely Parallel Implementation of a Spatial Kappa Simulator (PISKaS) [18], which is a forked branch of KaSim. PISKaS focuses on independent, parallel simulation of each compartment; however, most remarks below should apply to any spatial κ implementation. 3.4 Metapopulation Dynamics in a Predator–Prey Model with Explicit Spatial Information



In the following section, we will introduce a model of population dynamics that attempts to reproduce the experimental results obtained in the work of Holyoak and Lawler [11]. The study subject here was the evolution of the population of a set of predator and prey species in an environment that allows spatial migration. The goal is to verify whether a prey species who is prone to extinction by predation can survive in a medium that allows for
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migration. The end result of the simulation appears to conform to the experimental results; further details of an implementation of this simulation can be consulted in [8]. The experiment in [11] studied two species of microorganisms, Didinium nasutum (predator) and Colpidium striatum (prey), which inhabit an environment consisting of several bottles (compartments) linked by four-way connectors in a specific configuration. Given that the prey species shows logistic behavior (i.e., short-term exponential growth, which eventually is stunted due to lack of resources, resulting in a stable population) in the absence of predators, it becomes natural to suggest a Lotka–Volterra model to represent the interaction between those two species, with rules similar to the ones introduced in Sect. 3.2. This model incorporates transport rules to represent microorganisms from both species moving through the different bottles. A coarse geometry has to be introduced, representing the spatial arrangement of the system of bottles and connections. Each bottle can be assumed to be a homogeneous medium and, thus, can be taken as a compartment. In the original experiment, the configurations consisted of square grids of bottles joined by four-way connectors that linked each bottle to the ones adjacent horizontally, vertically, and diagonally, as seen in Fig. 4.



Fig. 4 Representation of the bottle arrangement and the four-way connections linking each bottle to its neighbors
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Thus, this simulation is performed in an arrangement of 25 compartments, where each one represents a single bottle. The bottles have labels that represent their position in a square matrix of 5 rows and 5 columns; namely, a bottle labeled (i, j ) is placed in the i-th column, j -th row. For example, the third bottle from the second row (from bottom to top) is labeled (3, 2). Transport rules allow the microorganisms from a bottle to move to other bottles but only to adjacent ones; for instance, a microorganism in bottle (3, 4) can move only to the bottles with labels (2, 3), (2, 4), (2, 5), (3, 3), (3, 5), (5, 3), (5, 4), or (5, 5). The rate of movement of the microorganisms between bottles is determined by analysis of the physical characteristics of the system. If no further information regarding the physical properties of the system is provided and there are no external factors affecting inter-bottle transportation, it is reasonable to assume that the movement of the prey species through the bottles corresponds to simple diffusion. In this way, diffusion happens at the same rate through each connection the bottles have, which is linked to the physical capacity of those connections (assumed equal in all directions). The predator species follows similar rules. This is summarized by the following set of rules, with equal rate λT for every non-boundary compartment: transport A : (i, j ) → (i − 1, j − 1) transport A : (i, j ) → (i, j − 1) transport A : (i, j ) → (i + 1, j − 1) .. . transport A : (i, j ) → (i + 1, j + 1) with eight rules in total, one for every adjacent bottle. For bottles located in the border, the same reasoning applies, but with less rules (e.g., the bottle with label (1, 2) should have five neighbors instead of eight, so there are five rules in that case). Given that some bottles may have more than one connection with another bottle (e.g., to get from (2, 2) to (3, 2) one can go up right first and then down right or down right first and then up right), we do not really need to assume all transport rates are equal, and may adjust them accordingly if needed. After stating the transport rules, we specify the behavior of both species. First of all, the agents will be of two types, prey (A) and predator (B); the prey species reproduces by simple mitosis,
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while the predator requires a certain minimal mass before it can undergo this process [11]. To implement this distinction, we need to introduce a way to count how many agents of the prey species have been consumed by a specific predator agent, and only allow “sated” predators to reproduce. We implement this by introducing agents with the following specifications: •



Prey: The associated agents have two sites, i and s. We use the second site to store the status of the prey agent (in this case, either alive, or dead, d), while the first site is used to link the prey agent to other agents to set up the aforementioned “counter.”



•



Predators: The corresponding agents have a single site a that is used to create links to a prey agent and store the state of the predator agent (h, f, d corresponding to hungry, sated or fed, and dead, respectively).



The rules are as follows: •



Prey species reproduction (mitosis): A(?, ) → A(?, ) + A(?, )



•



Predator feeding: B(h) + A(?, ) → B(h) ?,i



?



A(?, d) + A(?, ) → ?



a,i



A(?, d)



?,i



s,i



A(?, d)



A(?, d)



The first rule is a rather straightforward statement of the situation that happens when a hungry predator meets an alive prey animal that then is consumed. The link formed between the B agent and the dead A agent indicates that the latter is incorporated into the mass of the predator. The second rule, although less intuitive in formulation, corresponds to the exact same statement; if an alive prey agent meets a dead prey agent that has its i site linked to some other agent, then the dead agent must be part of the mass of a predator, and thus this means the alive prey has encountered a predator. Once again, when this rule is applied, the alive prey is killed and consumed. Since both rules represent the same phenomenon, they should be assigned equal rates.
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Predator satiation: a,i



B(h)



s,i



s,i



A(?, d)



A(?, d)



s,i



A(?, d) →B(f )



...



This rule specifies that a B(h) agent with a sufficiently long chain of A(?, d) agents linked to it (with “sufficiently long” corresponding to a specific number that represents the average amount of prey eaten before a predator undergoes mitosis) becomes a B(f ) agent (i.e., not hungry but sated) and the A(?, d) agents are discarded and eliminated from the simulation. To ensure that the A(?, d) agents are eliminated from the simulation immediately, so that a predator does not continue feeding after reaching the satiation level, we give this rule a rate of ∞. •



Predator mitosis: B(f ) → B(h) + B(h) This is similar to prey mitosis, with the only difference being that we only allow B(f ) agents (i.e., predators that have gathered enough mass) to undergo this process. Since the agents representing the progeny of the parent agents will only have a fraction of the mass of their parent, they need to gather additional mass themselves before they undergo reproduction, thus starting in the h (hungry) state.



•



Predator unfed: ?,i



?



s,i



A(?, d)



A(?, d)



→ ?



?,i



A(?, d)



This rule is the opposite of the second feeding rule. It states that a predator that has not been able to consume prey for long stretches of time has to utilize some of the mass it has already consumed and stockpiled for sustenance. •



Prey death: A(?, ) → ∅



•



Predator death: B(h) → ∅ B(f ) → ∅ a,?



B(h)



? →∅
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The reason to have three distinct rules for predator death is to give different rates to each agent depending on how “hungry” they are. A B(h) agent with no links does not have food reserves and is “starving” (the end result of a long period unfed), thus it has a higher rate of death than a B(h) agent linked to others, i.e a predator that has been able to feed recently. Similarly, a B(f ) agent has a big reserve of mass and thus is not susceptible to starvation, hence having a lesser rate of death than other B agents. •



Prey cleanup: A(?, d) → ∅ This eliminates any A(?, d) agents that do not have their i site linked to any other agent. Those A(?, d) agents appear whenever a predator B(h) linked to one or more A(?, d) dies before reaching satiation, and since they serve no purpose anymore they are removed from the simulation. As before, to ensure those agents are removed immediately we assign a rate of ∞ to this rule.



With those rules, together with the transport scheme outlined above, we have set up a description for the predator–prey compartmentalized system as set up in the experiment by Holyoak and Lawler [11]. For a comparison between the results of the simulation and the experimental output, the reader may consult Fuenzalida et al. [8]. An equivalent ODE-based model applied in this specific example provides a fixed output: either both species always go extinct or both species manage to survive. This depends only on the parameters (rates) of the model, and thus it is impossible to see the effect that random fluctuations have on the output. The experiment by Holyoak and Lawler [11] shows that these fluctuations are actually of importance in the current situation, as some iterations of the experiment showed total extinction while others result in survival under the same initial conditions. This can be interpreted as a result of the way in which the population of prey species migrates and distributes along the bottles (which can be seen as random dispersal) and how the formation or dispersion of aggregates determines its survival, and by extension, the survival of the predator species as well. The usage of stochastic models in place of a deterministic ODE-based set of equations allows us to observe the effect that those random events have on the outcome of the simulations. This model also allows us to observe the importance of spatial characterization in a simulation (see Fig. 5). In this framework, we can easily observe how an isolated bottle usually reaches extinction events very quickly, which is analogous to the situation of a homo-
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Fig. 5 Population behavior of the species in a bottle arrangement of four cells, showing the influence of spatial configuration, in particular, isolation on the left and migration on the right and extinction events



geneous medium with uniform population densities of the prey and predator species, while the complete system of linked bottles shows a much higher likelihood of survival of both species, also exhibiting the oscillatory behavior of both populations associated with the prey species favoring bottles with less population densities. 3.5 A Circadian Clock Model



In this section, we discuss a simplified model of the mammalian circadian clock. Our goal is to represent how the day–night cycle affects the transcription processes inside the cell, resulting in a 24-h periodic behavior regarding the concentration of proteins, transcription factors, mRNA, and others. This is the second sample model described in [8] as an example of the usage of PISKaS for simulations, and it is based on a certain system of transcription factors regulated by the presence of sunlight and the molecular interactions and feedback loops initiated by them, as described in [1]. The system modeled here consists of two compartments, corresponding to the nucleus and cytosol of the cell. Additional complexity can be added by dividing the cytosol into a set of compartments to represent the heterogeneity of the environment. For instance, the cell may be represented by a cube of 3×3×3 = 27 compartments as shown in the right panel of Fig. 3, with the central compartment representing the nucleus and the remaining 26 the cytosol, reflecting its geometric structure. However, for the sake of simplicity, this example uses the least complex two-compartment model. We modeled the periodic behavior of five different genes in this model, PER1, PER2, CRY1, CRY2, and NR1D1, each coding a protein. In addition, there are two transcription factors (CLOCK and BMAL1) and a phosphatase (CKI), all of which are assumed to be at constant concentrations within the cell. The model also considers an agent for each mRNA and their transportation to the
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Table 1 Protein components of the circadian clock model and their respective UniProt IDs Type



Name



UniProt Id



Genes



PER1



O15534



PER2



O15055



CRY1



Q16526



CRY2



Q49AN0



NR1D1



P20393



CLOCK



O15516



BMAL1



O00327



CKI



Q06486 or P49674



Transcription factors



Phosphatase



cytoplasm. All protein components of this model are described in Table 1. Genes and corresponding messenger RNA are represented by agents G(i, s1 , . . . , s5 ) and R(i), respectively, where the i site is used as identifier of the encoded protein and, in the case of the gene agents, the s1 , . . . , s5 sites allow linking to other agents which represent transcription factors. Those agents, Te and Tr , will have two sites, one to allow binding to DNA, while the other allows binding to certain proteins. The proteins will be actually represented by different types of agents instead of a single one with an “identifier” site. The reason for this is different proteins interact in specific ways with the transcription factors and with each other, thus resulting in different numbers of binding sites and reactions. In this case, our protein agents will be declared as follows: •



P ER(i, p1 , p2 , scry , scki ): here, i is an identifier taking the values 1 or 2 (as we include two types of proteins that form similar kinds of bonds), p1 and p2 are phosphorylation sites (with states p phosphorylated and d not), and the remaining sites allow linking to other proteins and agents.



•



CRY (i, sper , sclk ): same as before, the i site is an identifier with two possible values, and the s sites are for interaction with other agents.



•



NR1D1(r): for this agent, we only include one site, which allows linking to a transcription factor Tr .
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The rules of the processes of phosphorylation and dephosphorylation that involve P ER protein agents are handled by the phosphatase agents CKI . Transport rules are to be limited to certain kinds of agents, since, for instance, we do not allow DNA to “leak” to the cytosol. Unlike the previous example, the linking between compartments is not symmetrical and has specified directions for each transport rule. For instance, we allow mRNA to move from the nucleus, where it is synthesized, to the cytosol where protein production occurs. However, there is no transport of mRNA from the cytosol back to the nucleus. In contrast, we allow certain P ER and NR1D1 proteins to move in both directions depending of the status of certain binding sites. A sample of those rules is as follows: transport R : nucleus → cytosol scry ,sper



transport P ER



CRY



: nucleus → cytosol



transport P ER(?, p, u) : cytosol → nucleus transport NR1D1 : cytosol → nucleus R agents are only allowed to go in one direction, while P ER agents are allowed to move in both directions, but only in certain arrangements (e.g., intranuclear transport is only allowed during a specific state of phosphorylation, while movement toward the cytosol is affected by the interaction between P ER and CRY proteins). The remaining rules are also different in the two compartments. For example, since there is no DNA in the cytosol, there is no need to process rules pertaining to DNA transcription in the corresponding compartment, and similarly, there is no translation in the nucleous. PISKaS and similar rule-based compartmentalized software usually allow to declare some rules as exclusive for a subset of compartments. In this case, we have several rules to represent the phases of the encoding and expression process: •



Translation rules: Those rules govern the production of proteins with the information encoded in the corresponding messenger RNA, and thus are cytosol-exclusive. They take a very simple form, e.g., R(per1 ) → R(per1 ) + P ER(1, u, u, scry , scki )
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in which the identifier site of the mRNA agent R takes the value per1 to indicate that it encodes a P ER(1, . . . ) protein. •



Transcription rules: This kind of rule is nucleus-exclusive and manages the production of mRNA (R(i) agents) from the corresponding DNA in the nucleus (G(i, . . . ) gene agents) in the presence of adequate transcription factors. Those rules are stated in ways similar to this example:



in which a NR1D1-encoding gene bonded through its first three sites to adequate transcription factors produces a R(NR1D1) agent, representing the corresponding messenger RNA. This agent is afterward moved to the cytosol compartment using the respective transport rules, where it induces the creation of a NR1D1(r) agent, representing the phenomenon of protein translation. Note that, as it is to be expected, G(NR1D1) agents act only as catalysts with no modifications either to themselves or to the associated transcription factors. •



RNA and protein degradation: Rules to represent degradation, usage, or elimination of mRNA and proteins are included, in a similar way as the death rules in the previous example: R(?) → ∅ RNA degradation rules are deemed exclusive to the cytosol, while protein degradation rules are applied in both compartments.



•



Phosphorylation rules: These are limited to P ER agents and managed by CKI agents: ,scki



CKI



P ER(1, u, u) → CKI



,scki



P ER(1, p, u)



Different rates can be given to other configurations involving distinct kinds of proteins or with other states of phosphorylation.
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Protein reactions: A set of rules to determine the interaction between proteins and transcription factors both inside and outside the nucleus. These rules are either exclusive to the nucleus or to the cytosol. For example, the interaction of phosphatase agents with P ER proteins and their further linking to CRY proteins only happens in the cytosol: P ER(?) + CKI → P ER



scki , 



P ER(?, p) + CRY → P ER(?, p)



CKI scry ,sper



CRY



Note that the second reaction has to follow the first as phosphorylation of the PER agent has to be achieved. •



Light-dependent transcription: To express the dependence of this phenomena to the day–night cycle, we incorporate an additional set of transcription rules, which do not depend on Te or Tr agents. Those rules have a variable rate, with a much higher activity during the “daytime”; otherwise, they are similar to previously shown transcription rules [1, 8]: G(per1 ) → G(per1 ) + R(per1 ) Only P ER(1) and P ER(2) agents are generated by those rules, as these are the proteins intended to be dependent on the circadian clock.



3.6 Perturbations



In this section, we discuss a final feature of PISKaS and other rule-based simulation environments: the possibility to incorporate perturbations. Perturbations correspond to changes in the status of the system attributed to external factors; in κ, they can be manifested as variations on the rate of certain rules, for instance. In the current example, perturbations are implemented as ifthen-else statements, which verify the timer of the simulation and assign values to certain variables accordingly: if 0 ≤ T mod 24 < 12 then set λL ← 0.2 else if 12 ≤ T mod 24 < 24 then set λL ← 0.01 Here, T is the timer of the simulation, thus “T mod 24” represents the value shown in a 24-h clock. Daylight corresponds to the time when the clock is between 0 and 12, while nighttime corresponds to the remaining values in this time frame. The variable λL is, then, assigned as a rate to the rules from the Light-dependent
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transcription section above. Other kinds of perturbation rules exist and may be applied to different contexts. This model is a very simple example of an application of rulebased simulation of a biological process without explicit reference to the underlying rules of chemistry. It also shows a simulation in which there is a natural requirement for two compartments (as the nucleus and cytosol show vastly different phenomena) and how having an explicit framework for those compartments separation benefits the description of the model, as it allows for simpler expressions of the rules and other factors involved. It also shows how other features of the simulation environment, i.e., how the possibility of incorporating perturbations, allow us to describe many phenomena of interest. As stated above, it is also possible to generate more complex models of this phenomenon that incorporate, together with the mentioned two-environment situation, more fine-grained spatial information regarding the cytosol. This allows for a much richer simulation but does not notably affect the expression of the rules as we only need to distinguish nucleus and non-nucleus compartments. Thus, this gives us a model with good readability as the rules match closely the observed phenomena and we do not need to restate rules for each compartment. In addition, this model also allows faster execution in a practical situation as the number of rules impacts the execution time and, for standard κ environments, this number scales at least linearly with the quantity of compartments involved. Analysis performed and described in [8] shows that the results in an environment that allows for explicit compartment declaration such as PISKaS do not suffer from severe losses of accuracy when the synchronization time is small, and thus follow the behavior of the observed biological system.



4 Conclusions and Outlook In this chapter, we have described and introduced rule-based stochastic simulation. We highlighted the characteristics of this type of modeling and compared it with deterministic approaches widely employed in the modeling literature. In doing so, we explained several example models which will help the reader to understand the strengths and limitations of this approach. Simulation engines such as KaSim and its fork PISKaS to allow explicit spatial declaration are freely available in public repositories (KaSim can be obtained at https://github.com/Kappa-Dev/KaSim and PISKaS at https:// github.com/DLab/PISKaS). The models describing the predator– prey ecosystem with explicit spatial information and the circadian clock for both simulation engines can be obtained at https:// github.com/DLab/models.
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Nomenclature



Term



Definition



Agent



Abstract representations of entities on a system. An agent can bind each other’s agents through its sites. Optionally, each site could harbor a state, a label that recapitulates a feature of the mentioned site, or a numeric property of the agent.



Bond



A representation of binding between two sites of two different agents.



Compartment Declaration that represents a physical or logical space or volume which is part of a system. Rule



Chemical equations that represent elemental reactions where reactants are agents with a set of features necessary and sufficient for a transformation to occur (Left-Hand Side) and the resulting pattern for each participating agent (RightHand Side). κ rules declare reactions that change the value of a site, create or destroy bonds between agents, and create or remove agents on the modeled system.



Site



Abstract representation of a physical or logical interface where an agent binds another agent or where different states are declared.



Specie



Each of the individual instances of an agent.



State



Abstract representation of a qualitative or quantitative characteristic that recapitulates a feature of the declared site.



Transport



Declaration that states the link that uses an agent to travel from one compartment to another. Additionally, it may declare the frequency and time employed to move the agent between compartments.
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Chapter 2 Optimized Protein–Protein Interaction Network Usage with Context Filtering Natalia Pietrosemoli and Maria Pamela Dobay Abstract Protein–protein interaction networks (PPIs) collect information on physical—and in some cases–functional interactions between proteins. Most PPIs are annotated with confidence scores, which reflect the probability that a reported interaction is a true interaction. These scores, however, do not allow users to isolate interactions relevant in a particular biological context. Here, we describe solutions for performing context filtering on PPIs to allow biological data interpretation and functional inference in two publicly available PPIs resources (HIPPIE and STRING) and in the proprietary pathway analysis tool and knowledge base Ingenuity Pathway Analysis. Key words Protein–protein interaction networks, Context filtering, Orthogonal text mining resources



1 Introduction Protein–protein interaction networks (PPIs) are typically used in biological interpretation to explain differences among the observed phenotypes, particularly in enrichment analyses and in functional inference via guilt-by-association methods [1]. PPIs can be grouped into physical interaction networks and functional PPIs. Tools which provide physical interaction networks include HIPPIE, which integrates various direct interactions from public and curated databases [2] and STRING, which provides both physical interactions between proteins and functional interactions, such as in signaling cascades [3, 4]. While PPIs built using HIPPIE are derived from experimental results, STRING also incorporates other interactions sources such as text mining, coexpression evidence, co-occurrence evidence, genomic neighborhood (i.e., genes that colocalize in the genome), gene fusion, as well as information from other PPIs databases to infer interactions (Table 1) [3]. Other PPIs that focus on experimentally validated physical interaction information include the Human Protein Reference Louise von Stechow and Alberto Santos Delgado (eds.), Computational Cell Biology: Methods and Protocols, Methods in Molecular Biology, vol. 1819, https://doi.org/10.1007/978-1-4939-8618-7_2, © Springer Science+Business Media, LLC, part of Springer Nature 2018
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Database (HPRD, [5]), Molecular INTeraction database (MINT, [6]), IntAct [7], and the Biological General Repository for Interaction Datasets (BioGRID, [8]). Both STRING and HIPPIE consolidate information from all these other PPIs and can thus be considered “meta”-PPI resources [9]. With the exception of HIPPIE, which provides options for filtering PPIs by biological context [2, 10], most interaction network tools filter PPIs using confidence scores, which measure the reliability of an interaction as a function of the amount and kind of experimental evidence that supports it. Other proprietary resources such as Ingenuity Pathway Analysis (IPA, http://www.ingenuity.com) permit creating networks linking query genes. IPA does not present confidence scores, but instead allows users to choose among three different confidence levels: experimentally observed interactions, predicted high and predicted moderate interactions. To start building networks, IPA queries the Ingenuity Knowledge Base (KB) for both interquery interactions and then for interactions with all other objects stored in the KB. Similar to STRING, the KB of IPA is a repository of curated biological interactions and functional annotations created from individually modeled relationships between proteins, genes, complexes, cells, tissues, drugs, and diseases gathered from both public and private biomedical databases. A main extension provided in IPA is the integration of small molecule data and links with databases on diseases and disease biomarkers. A main issue regarding PPI or KB use in biological interpretation is degeneracy or the lack of concordance among the first-degree neighboring protein vertices (i.e., proteins with a direct connection to the queries used to build the network) retrieved from using different PPI tools, and even different versions of the same PPI tool [9] (see Note 1). As an example, we show the differences in the network neighborhoods of 22 influenza A virus (IAV) entry factors (Table 1) in different PPI tools (Fig. 1a). We see that not only are the derived network topologies obtained from using the default settings quite diverse among the different tools, but the sizes of their network neighborhoods and, thus, their extent of overlap, calculated by dividing the total number of overlapping components (edges of vertices) by the number of components of the smaller of two graphs G1 and G2 being compared, are highly different too (Fig. 1b, c). Finally, if we extract the abstracts that are used as evidence for an interaction from PubMed and check the frequency of biological keywords associated with these (see Notes 2 and 3), we see that majority of the interactions are linked to cancer (STRING, Fig. 2a) or signaling in general (STRING and IPA, Fig. 2a, b), and only a small proportion of supporting evidence from literature have been specifically reported in virus infection-related processes.
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Table 1 Comparison of content, filtering options and evidence sources of PPIs
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Other PPIs



Other PPIs, KEGG pathways, textmining, coexpression experiments, curated experimental data, genomic co-occurrence, genomic neighborhood, gene fusions
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Fig. 1 Network neighborhoods of influenza A virus (IAV) entry factors in different protein–protein interaction networks and IPA (a). Query vertices from the entry screen are shown in dark red. Pairwise network neighborhood overlaps for edges (b) and vertices (c) of all tools except IPA. Overlaps are calculated as the number of vertices or edges in common between the graphs divided by the number of vertices or edges of the smaller graph. A filtered version of STRING restricted to high-confidence edges (STRING_hc, confidence score > 800, A)—calculated as the fraction of overlapping edges or vertices with respect to the smaller graph—indicates that smaller network neighborhoods are not always completely included in the larger ones



This observation evidences an important bias in the supporting literature [9]. Thus, to maximize the utility of PPI tools, it is necessary to isolate interactions, which are relevant in specific biological contexts. Here we describe how to use context filters in two meta-PPI resources, STRING and HIPPIE, and the proprietary IPA tool. Additionally, we show how to use the R package rentrez (https:// cran.r-project.org/web/packages/rentrez/index.html) to check if the retrieved edges are indeed implicated in the process of interest (i.e., molecules involved in the interactions—incident vertices—
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Fig. 2 Most frequently used words from textmining evidence of the entry network neighborhood of the unfiltered STRING network (a) and IPA network (b). Evidence for the STRING network neighborhood is characterized by the predominance of signaling-related terms, and mainly implicates STAT, MAPK, and caspase signaling. For IPA, the implicated signaling pathways terms include the NF-kappa B, TNF, and interferon signaling pathways. Note that influenza A hijacks various pathways, including NF-kappa B, PI3K/Akt, MAPK, PKC/PKR, TLR/RIG-I, mTOR, EGFR, and ERK signaling [20], with early signaling being predominantly linked to PKC/PKR [21] and EGFR [22]; nonetheless, information directly linking interactants to mechanical effectors of entry, such as clathrin or caveolin, are not immediately evident from the network neighborhood. Details on how the wordclouds are generated are described in [9]



are comentioned together with the process of interest in a record abstract, see also Subheading 5, Note 2).



2 Materials 2.1 Data



The following versions of PPIs were used in this analysis: STRING: v.10, online version and STRINGdb R package (v. 1.14.0). HIPPIE: online version; for R-based manipulations, we used HIPPIE v.1.8. IntAct: (ftp://ftp.ebi.ac.uk/pub/databases/intact/current/ all.zip, downloaded in December 2015). HPRD: Release9_062910. MINT: 2012-10-29 (last release). IAV entry factors can be found under the following link: https://github.com/pampernickel/flu_ppi/blob/master/data/ annotations/hgnc.csv Mappings between HUGO gene nomenclature committe (HGNC) symbols [11] and entrez IDs can be found in this file: https://raw.githubusercontent.com/pampernickel/flu_ppi/ master/data/annotations/hgnc.csv
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2.2 Software Packages



All analyses were performed using the R language, version 3.2.3. Analyses were also tested and confirmed to run on R 3.2.2 and 3.3.3.



2.3 Code Repositories



Critical code and functions required to reproduce results shown in this book chapter are deposited in: https://github.com/ pampernickel/flu_ppi/blob/master/sample_codes/sampleScripts.r. sampleScripts.r is provided to illustrate vertex- and edge-based filtering. All custom function dependencies are likewise provided in the same repository: https://github.com/pampernickel/flu_ ppi/tree/master/sample_codes/functions



3 Methods 3.1 First-Degree Network Neighborhood Construction and Context Filtering in HIPPIE



Context filtering has been introduced in HIPPIE in the form of tissue expression, cellular compartment (cc) and biological process (bp) annotations. The following steps describe how a context-filtered first-degree network neighborhood for your query protein(s) in HIPPIE is created: 1. For a single query, input the query protein name on the default HIPPIE tab (“protein query”); for multiple queries, select the network tab and input a list of query proteins (Fig. 3a). Note that in HIPPIE, both the single query and multiple query modes yield the first-degree neighborhoods of the query proteins. 2. Select the output type; the default output is a visualization of the network on the web browser (“show in browser— visualization”). If you wish to import the results into an analysis platform (e.g., R software environment), a tab-delimited format (HIPPIE TAB or PSI-MI TAB formats) is recommended. 3. Check all relevant filters (Fig. 3b), which include the interaction type restrictions (interaction type filter), tissue expression localization (tissue filter); and Gene ontology (GO) or Medical Subject Heading (MeSH) annotations (functional filter). GO terms, which are standardized terms (“ontologies”) that describe gene function and their relationships [12], are further categorized into biological processes or cellular compartments in HIPPIE. MeSH headings [13] are likewise standardized terms that facilitate indexing of journal articles in the life sciences—and by extension, their content—according to its subject. HIPPIE MeSH terms are restricted to diseaseassociated terms. Note that all functional filters are menus (delineated by a “+” symbol), and clicking on the “+” sign expands the choices to more specific GO or MeSH terms. 4. After selecting filters and output options, click on the “SEARCH” button, located just below the query box.
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Fig. 3 Context filters in HIPPIE and STRING. Context filtering options in HIPPIE can be accessed in the network query mode (red box, a). The menu of filtering options (b) allows the user to impose various restrictions on the retrieved network neighborhood based on the interaction type, the tissue(s), cellular context (“biological_process”) or location (“cellular_component”) in which the interaction has been reported, or the diseases in which the interaction has been implicated (“MeSH,” not shown). STRING allows searching with default parameters using a single protein name or multiple protein names as input parameters (red boxes, c). Note that querying with a single name retrieves the first-level interactors of the query protein (d), while querying with multiple names retrieves the interaction network between the query proteins, without the inclusion of first-level interactors (e)



5. If you selected a tab-delimited format as an output, results will be automatically downloaded; if you selected the default option, the interaction network is shown on the same window. (a) In the case of more than ten queries, or queries involving signaling pathway molecules (e.g., MAPK or EGFR), where the number of neighboring vertices is expected to exceed more than 40, the HIPPIE visualization result is not informative. An option to improve the visualization is to download the network neighborhood as a JSON object or tab-delimited text, which can be imported into Cytoscape (see also Note 4), a platform for network visualization and analysis [14].
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(b) Options for enrichment analysis on the network neighborhood are offered at this point to check for overrepresented genes linked to diseases, GO biological process, GO molecular functions or to GO cellular compartment. GO term enrichment calculations are done with the PANTHER overrepresentation test, which is based on the binomial distribution, rather than the hypergeometric distribution [15]. 3.2 First-Degree Network Neighborhood Construction and Context Checking in STRING (Web Interface)



STRING allows the submission of single or multiple protein names as queries, and with a medium confidence filter (Fig. 3c). When the query is comprised of a single protein, it returns the first-degree network (Fig. 3d), whereas a query with multiple proteins yields the interactions between these proteins (Fig. 3e). This is different from how single and multiple queries are processed in HIPPIE. The following steps describe how to check the interactions for a single protein in STRING (for users of the web interface, the procedure is very limited in terms of performance) 1. In the main STRING page, select “Proteins by name” and enter the name of your query. Indicate the species for which you want to retrieve the interactions; alternately, leave the auto-detect option on. Click “search.” 2. If the species was specified, the network neighborhood for the query protein is displayed as an image, together with options for data exploration and download; if the species was not specified, you will be first redirected to a page where you can select the [auto-detected] species. 3. To access the different types of evidence linked to the network neighborhood, click on the “evidence” button below the image. This reveals a list of evidence sources used to build the neighborhood. To specifically check the context of the text mining evidence associated with the network, click on the “textmining” button, which shows excerpts from the abstract or full text where the interacting proteins are comentioned. 4. Alternately, if you want to check the text mining evidence specifically linked to an edge, click on the green lines linking two protein vertices. This opens a popup window that shows the evidence types available for that specific interaction. Click “show” on the text mining evidence box. This redirects you to a page listing the text mining reference(s) specifically associated with that edge. 5. As in HIPPIE, it is possible to run enrichment analyses on the network neighborhood of your query. Click on the “analysis” button below the graphical network to reveal enriched GO terms (biological processes, molecular functions and cellular components), functional pathways (KEGG) protein domains (PFAM and INTERPRO) and enriched interactions. By click-
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ing on a selected enriched term, it is possible to visualize all proteins in the network annotated with this term. You may change the background of the enrichment analysis from the whole genome to just the druggable genome or the kinome. 3.3 First-Degree Network Neighborhood Construction and Context Filtering in STRING (STRINGdb R Package)



Context filtering is currently not available in the web versions of STRING, but with the release of STRING for R (STRINGdb, [4]), it is possible to implement script-based workarounds, which are described in detail below. While the methods are recommended for users with basic knowledge of the R language [16], we provide several running examples that walk the user through the minimum steps in R (and the STRINGdb and igraph R packages) required to extract a context-filtered network (see Note 3, https:// github.com/pampernickel/flu_ppi/blob/master/sample_codes/ sampleScripts.r). Note that all the STRING tables and STRING output in R are converted, where possible, to igraph objects, which allow the direct application of graph algorithms on STRING content.



3.3.1 Network Neighborhood Extraction in STRINGdb for R



1. Create a vector of gene names for which you want to get the network neighborhood; to ensure higher chances of identification, use HGNC symbols. 2. Load STRINGdb to a variable (string.db) using the STRINGdb$new command. Specify the version, organism, and confidence score threshold that you wish to work with. In our example, we use version 10 for Homo sapiens (Taxonomy identifier: 9606), with a score threshold of 0 to include the full network. 3. Load the full STRING graph to your workspace as an igraph object with the getGraph command (string.db$getGraph). 4. Map your vector of gene names to STRING identifiers using the map command (string.db$map). Note that the vector of gene names is passed to a custom function, prepareMap to process it in the format that STRING requires. This step returns a data frame (vertexMap in our example) consisting of your original vector of gene names and the corresponding STRING ids. 5. Extract the first-degree neighborhood using the getNeighbors function applied to the STRING identifiers in vertexMap (from Subheading 3.3.1, step 4). Use the STRING graph from Subheading 3.3.1, step 3 as the query graph. Convert the final object (a list of all neighbors per query), using the constructGraph function to an igraph object. 6. Get a reverse mapping of the vertex names (currently in the form of STRING identifiers) to HGNC symbols using the string.db$get_aliases function; select the subset of aliases that are HGNC symbols.
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7. The resulting form of the graph is now ready for GO biological process annotation. 3.3.2 Vertex-Based Filtering (GO Biological Process)



A first step to use a similar vertex filter as in HIPPIE entails the annotation of network components with GO terms in R. In our example, we use the getgos and the nodeToGO functions, which are dependent on the org.Hs.eg.db package (v.3.1.2). For usage, see sampleScripts.r. Note that this method is applicable to any network without GO annotations. 1. Create a vector of GO terms of interest. Given that GO terms can vary widely in specificity, choose a GO term at a level that is specific enough to be informative. In sampleScripts.r, we use the GO bp terms (vesicle-mediated transport) and GO:0060627 (regulation of vesicle-mediated transport) and selected descendants of this GO term (i.e., excluding terms linked to synaptic vesicle transport) for filtering (Fig. 4a). 2. Use the GOBPCHILDREN mapping from the GO.db package to include the descendants of the GO terms of interest; check the names of the descendant terms using the getGOnames function to remove GO daughter terms that fall under the main GO term query, but are not of interest (e.g., GO:1903421, regulation of synaptic vesicle recycling). 3. Using the getNodeAttribute function and a combination of R base functions, you can check which vertices linked to a query vertex are annotated with a GO term of interest. Only edges connecting query vertices and vertices annotated with a GO term of interest are retained (Fig. 4b).



3.3.3 Edge-Based Filtering (Keyword Filtering of Textmining Evidence)



Most edges in STRING are supported by textmining evidence, which give some contextual information regarding the interactions. The textmining evidence was obtained from the application of a text retrieval and analysis algorithm of STRING run on PubMed abstracts and when available, on full article texts. 1. Create the entry network neighborhood following steps 1–5 of Subheading 3.3.1 (i.e., up to step where an igraph object is created with STRING identifiers, and not HGNC identifiers). 2. Convert the igraph object in Subheading 3.3.3, step 1. to a data frame, then extract all references linked to each edge using the string.db$get_pubmed_interaction function. This returns a vector of PubMed and Online Mendelian Inheritance in Man (OMIM) identifiers, when applicable; OMIM identifiers indicate if a protein has been implicated in a genetic phenotype [17]. 3. Extract the abstracts linked to these PubMed IDs using entrez_fetch; use XML as the return type; use functions
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Fig. 4 Vertex- and edge-based context filtering. Examples of entry-related terms (in yellow) in the GO biological process (bp) hierarchy for the GO term, regulation of vesicle-mediated transport (GO:0060627, http://www.ebi.ac.uk/QuickGO) (a). Note that term associations are nested, with some terms being less specific than others (e.g., “localization” encompasses more genes than “vesicle-mediated transport”). Context filtering using GO annotations (b) results in the retention of edges with relevant GO term annotations (b, top left) connected to a query vertex; analogously, edges supported by textmining evidence mentioning keywords of interest are retained (b, top right). Note that context filtering can still result in degenerate solutions (c), but all retained vertices and edges are at least implicated in the process of interest



xmlTreeParse and the getAbstract to retrieve the abstracts as a character vector. 4. Create a vector of keywords to search for in the retrieved abstracts, then check the frequency of occurrence of each of the keywords in the abstracts. Note that the keywords can be patterns rather than full keywords (e.g., “endosom”
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instead of “endosome,” which matches both “endosome” and “endosomal”). Retain edges that are supported by abstract(s) with a minimum number of keywords (Fig. 4b). Note that vertex- and edge-based filtering may still result in degenerate solutions (Fig. 4c). Nonetheless, unlike in the case of confidence score filtering, it is at least certain that retained elements would be restricted to those linked to the process of interest. Alternatively, a recently released Cytoscape application, stringApp (http://apps.cytoscape.org/apps/stringapp, compatible with Cytoscape 3.3) also allows the direct import of STRING data into Cytoscape [18]. The application allows three main query modes, namely protein names (as described in Subheading 3.2), disease, and PubMed query. The PubMed query option mirrors results that can be obtained in Subheading 3.3.3. The disease mode yields the top proteins linked to a disease based on information from the DISEASE database [19]. Finally, if the information is available for the organism from which a query protein is from, information regarding the subcellular localization and tissue expression are also indicated and can be used to contextualize the network. 3.4 First-Degree Network Neighborhood Construction and Context Filtering in IPA



Ingenuity Pathway Analysis is a proprietary software that allows modeling and analysis of biological systems. There are several ways of building a network in IPA (Stand alone version: Version 28,820,210; Building krikkit Date 2016-09-24), but the general workflow consists of the following steps: 1. Format your input list of molecules according to the IPA standards. All formatting is done outside IPA in a spreadsheet program (e.g., Excel) to produce the input file. 2. The header must consist of only one row, and there should be no empty cells. Unlike in HIPPIE or STRING where the only data required are protein names, IPA allows also associating measurement values (up to three) for each molecule (fold changes and p-values for expression data, variant loss/gain values, phosphorylation ratio, differential metabolomics data, etc.). 3. Mixed identifier types (Gene Symbol HGNC, Ensembl, Entrez, Uniprot, Unigene, etc.) are allowed and mapped to a common identifier 4. Upload your molecule list file as a flat file (.cvs, .txt, .tsv) or an excel file (.xls) using the file menu: “File”; “Upload dataset”; “Formatted data file”. Define the upload settings, including the “file format” (Flexible Format), the “column header” (Yes) and the “identifier type,” which is usually automatically detected (e.g., HGNC gene symbol). If using data from microarrays, the platform details need to be specified
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for identifier mapping, otherwise the platform is set to “Not specified/applicable.” 5. Select columns of the input file to use in the analysis: “ID column,” and optionally, the observation column(s) (including potential threshold columns such as p-value and expression value) and their corresponding measurement type. 6. Choose “Save the dataset,” as all datasets are automatically annotated when they are uploaded into IPA. It is important to verify the mapping of the dataset in order to identify mapped and unmapped identifiers (IDs). The annotated dataset comprises several columns describing the uploaded molecules that provide specific details such as gene ID, Symbol, Entrez Gene Name, a unique subcellular location (column Location; which can be: cytoplasm, nucleus, plasma membrane or other), one functional gene family (column Type(s); which can be: enzyme, G-protein coupled receptor, ion channel, kinase, ligand-dependent nuclear receptor, peptidase, transcription regulator, transporter or other) and association with drugs (column Drug(s)). 7. Run the core analysis on the annotated dataset by choosing “Analyze/Filter Dataset”; “Core Analysis.” 8. Define all the filter settings (most of them have default values which may be kept): 9. “General settings Reference set”: Population of genes to consider as a reference or background set to be used for ranking the statistical significance (i.e., p-value calculation) in the enrichment analyses. Options from the IPA KB include the genes or proteins only (default), metabolites only, or a combination of genes and metabolites. The user can also specify the background based on the microarray platforms or a user-uploaded dataset. 10. Type of relationships to consider (that affect networks and upstream regulator analysis), which could be direct (default) and indirect. Direct relationships imply a physical interaction between two molecules (e.g., a kinase and its known substrate, or a drug and its protein target). Indirect relationships may occur through intermediates (e.g., the relationship between a chemokine receptor and the gene whose expression it induces via downstream signaling). 11. Parameters for network construction: option to include (default) or exclude endogenous chemicals, number of molecules per network (35 by default), and number of networks per analysis (25 by default). 12. Specify the vertex types to be included: this parameter allows to build or filter the network based on the specific types of molecules selected (e.g., biological drug, chemical
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(kinase inhibitor, chemical drug, protease inhibitor), cytokines, enzymes, growth factors, microRNAs, transcription regulators, transmemebrane receptors). 13. Specify the data sources to be used: allows contextual data analysis filtering. The list includes primary PPI databases (e.g., BioGRID, IntAct, see Table 1), ontological annotations (e.g., GO, OMIM), and other sources (COSMIC database for mutations, DrugBank) from which data in network reconstruction should be derived. Other contextual filtering parameters include: (a) “Confidence”: this parameter determines the confidence level on the reported interactions. It allows three different types: experimentally observed (default); high or moderate confidence. (b) “Species”: by selecting items in this filter, you are specifying to consider only ortholog genes of the selected species. Broad categories are mammal (human, mouse, rat) and uncategorized. This parameter includes an additional filter: “stringent” or “relaxed.” The first option will return only those molecules and relationships relevant to the selected species. The relaxed filter will match molecules that contain an ortholog that includes the selected species. This option filters on the orthologs, but not the relationships between the orthologs. (c) “Tissues and Cell Lines”: filter for genes expressed in a particular tissue or cell line. Currently, IPA includes data from 21 different cell lines, mainly cancer cell lines. Again, there are two filtering choices: “Stringent” and “Relaxed” which are analogous to those for the “Species” filter. (d) “Mutations” findings from the Ingenuity Knowledge Base are now available for inclusion in the generated networks. Such findings involve a mutant form of at least one of the genes. You can choose to exclude mutant findings using this filter—the default is to include relationships that involve wild type and mutant forms of genes. The results of the analysis consist in all the molecules that interact with other molecules in the Ingenuity Knowledge Base, which are identified as “Network Eligible” molecules and serve as “seeds” for generating networks. Network Eligible molecules are combined into networks that maximize their specific connectivity (i.e, their interconnectedness with each other relative to all molecules they are connected to in the Ingenuity KB). Additional molecules from the Ingenuity KB are used to connect two or more smaller networks by merging them into a larger one.
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Results can be exported in three tab-delimited files (references, molecules, relationships). The relationships file details all interactions (experimental or a combination of experimental and predicted), as well as the nature of interactions (activation, inhibition, etc.). The references file contains IDs linked to various data sources (selected in step 6e) from which relationships were derived. Unlike in STRING, references cannot be associated oneto-one with the edges.



4 Summary and Outlook PPIs contain a wealth of information that may be used in functional inference. Given the varied contexts from which the information is derived, however, it is useful to be able to filter PPIs according to the context in which each interaction is reported. The context can be defined in terms of common ontological annotations of the vertices, including cellular localization and biological function. Here, we show how to take advantage of information – in particular, the supporting literature associated with each edge— to isolate subnetworks whose elements have been reported in a set of biological contexts of interest.



5 Notes 1. We have noted that disparities in network-neighborhoods can occur between different versions of the same PPI [9]. It is clearly good practice to check the consistency of your results whenever a new version of a PPI is released by checking, for instance, if the change occurred at the level of one of the primary databases, or (in the case of STRING) if there are differences in the textmining sources used as edge evidence. 2. One way of evaluating the relevance of retrieved network neighborhoods without performing preliminary experiments is to check for articles that either mention the vertices of a network neighborhood together with keywords of interest (i.e., the vertices have been implicated in the biological context of interest, but the interaction in the PPI might be novel, as could be the case in vertex-based filters), or check for articles that comention the incident vertices together with keywords specific to a biological process of interest (i.e., the interaction has been documented in the biological context of interest). In the GO-filtered STRING network for virus entry, which is comprised only of vertices and edges that have been previously annotated with a GO term specific for entry (Fig. 4a) we
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have checked the frequency at which each retained vertex is comentioned with one of eight keywords of interest that were not used in filtering. To efficiently perform such checks, one can use PubMed e-utilities (https://www.ncbi.nlm.nih.gov/ books/NBK25501/) or wrappers, which are a set of functions that simplify exploration and access of NCBI databases, such as rentrez. A typical search in e-utilities is defined by the database and the query term; it is also convenient to set the maximum number of retrieved terms. This is done by specifying the following fields in your query on https://eutils.ncbi.nlm.nih. gov/entrez/eutils/esearch.fcgi?: (a) db: NCBI database on which to perform the search; to search for abstracts, pubmed should be specified. (b) term: search term (c) retmax: number of retrieved matches that should be returned; note that in the case of PubMed abstracts, hits are ordered both by time (i.e., more recent articles first) and relevance. Typing the following on your web browser, for instance, yields the PubMed IDs of the 1000 most recent articles on influenza from PubMed in an XML file: https://eutils.ncbi.nlm.nih. gov/entrez/eutils/esearch.fcgi?db=pubmed&term=influenza& retmax=1000. 3. For users with experience in R programming, using rentrez is a more flexible option. To retrieve the same results as above, the following command yields an entrez list object: entrez_search(db=“pubmed”, term=“influenza”, retmax=1000) -> res This object has the following fields: (a) ids: PubMed IDs of the relevant results, limited to the number specified in retmax; can be obtained by typing res$ids (b) count: total number of records in PubMed that match the query term (c) retmax: number of retrieved matches that should be returned. (d) Query translation: in case the search term matches any ontological term in PubMed, the search is expanded to include all these terms. In this example, the query “influenza” is translated into “influenza, human”[MeSH Terms] OR (“influenza”[All Fields] and “human”[All Fields]) OR “human influenza[“All Fields] OR “influenza” [All Fields]
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Additional examples of the use of rentrez to check the availability of information regarding pairs of proteins reported in an interaction network are shown in Example 3 of sampleCodes.r. 4. There are various open-source tools that can be used for network visualization and analyses, including Cytoscape (http:// www.cytoscape.org), Graphviz (http://www.graphviz.org), and Gephi (https://gephi.org), which have graphical user interfaces. For users with more experience in programming, igraph (http://igraph.org) is an efficient analysis tool that is available in R, Python, and C/C++.
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Part II Data-driven Analyses of High-throughput Datasets



Chapter 3 SignaLink: Multilayered Regulatory Networks Luca Csabai, Márton Ölbei, Aidan Budd, Tamás Korcsmáros, and Dávid Fazekas Abstract Biological networks are graphs used to represent the inner workings of a biological system. Networks describe the relationships of the elements of biological systems using edges and nodes. However, the resulting representation of the system can sometimes be too simplistic to usefully model reality. By combining several different interaction types within one larger multilayered biological network, tools such as SignaLink provide a more nuanced view than those relying on single-layer networks (where edges only describe one kind of interaction). Multilayered networks display connections between multiple networks (i.e., protein–protein interactions and their transcriptional and posttranscriptional regulators), each one of them describing a specific set of connections. Multilayered networks also allow us to depict cross talk between cellular systems, which is a more realistic way of describing molecular interactions. They can be used to collate networks from different sources into one multilayered structure, which makes them useful as an analytic tool as well. Key words Molecular network, Multilayered network, Signal transduction, Signaling, Network resources, Network format, Data integration, Workflow



1 Introduction 1.1 From Signaling Pathways to Networks



Intracellular signaling pathways play a crucial role in regulating physiological and pathological cell functions [1]. Cellular signals are often transmitted by subtle chemical changes and mediate a variety of molecular processes. These signals are a vital component of the cellular decision-making machinery. Deregulated signal transmission can cause many different diseases, making the analysis of signaling pathways important for medical and basic research [2]. From a functional viewpoint, we can differentiate independent pathways that represent individual biological processes. However, seen from the systems biology perspective, if we want to analyze elements of signaling processes, we cannot separate the networks [3] that represent each pathway, since there are many cross talks between them, which create intertwined, complex networks. This
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highlights the importance of studying and understanding signaling networks as a large network of connected pathways. In this chapter, we refer to pathways as the individual functional biological processes in an organism, while we define a signaling network as an entity, which contains elements of pathways and their connections to each other. Until relatively recently, signaling pathways were typically thought of as linear chains of chemical reactions. It was common for researchers to focus on building understanding of one or a few components of a single pathway [4–6]. There has been a paradigm shift in the past decade. Instead of a collection of functionally distinct pathways, the consensus has shifted toward viewing biological processes in terms of a single signaling network that comprises all the intertwined pathways formerly thought of as separate entities [7]. However, this paradigm shift does not obviate the need and value of more focused, reductionist analyses concentrating on individual signaling molecules, or pathways. Such analyses remain essential for addressing more specific nuanced questions about specific interactions. There is a significant amount of overlap among biological pathways, i.e., multiple members actively participate in more than one signaling pathway. So far signaling pathway databases have usually been created via integrating high-throughput interactions screens, text mining, and most effectively manual collection of interactions from the relevant literature [8]. A major problem that curated databases such as Signor [9], Reactome [10], and SignaLink [11] have in common is that the curation criteria, and the definition of which entities constitute a biological pathway, depend on the curator. Many resources fail to emphasize the importance of multipathway proteins, which function in different signaling pathways, and these proteins must therefore be very carefully and precisely regulated so that they can contribute appropriately to signal transduction in multiple different processes [8]. SignaLink is a database that has been constructed with the previously mentioned concerns in mind (representing signaling networks as connected functional pathways, including multipathway proteins and connections between pathways) [11]. The primary goal of SignaLink (http://signalink.org) is to provide a map of global signaling pathways, and to serve as a valuable tool for systems-level studies of cellular signaling. The curation process is specifically aimed at reducing manual errors, while maintaining a high level of quality. The database lists signaling proteins and directed signaling interactions between pairs of proteins within healthy (i.e., nondiseased) cells of three species: Homo sapiens, Drosophila melanogaster, and Caenorhabditis elegans. SignaLink currently does not distinguish between cell types, and recommend tissue based filtering of the signaling pathways based on expression datasets. Besides
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integrating data from already existing databases, full texts of peerreviewed papers were used to characterize pathways. Despite the inherent risk of curation processes (whether manual or automatic) to introduce biases toward certain datasets, through the application of clearly defined, published rules for annotations, SignaLink ensures that it is possible to explore and test the assumptions that have been used to assign individual annotations [12]. With SignaLink 2, the database was expanded to a multilayered data structure. The layers, which are essentially subsections of the signaling network, contain the core signaling pathways, their regulators and modifier enzymes, as well as transcriptional and posttranscriptional regulators of these components [11]. 1.2 Multilayered Networks



Most systems can be described and analyzed by representing them as networks. To understand multilayered networks, we must first get a glimpse of what makes up single layered networks. Networks are graphs in which nodes indicate entities (e.g., genes, proteins), and edges represent relations between nodes. If two nodes are connected by an edge, then these nodes are adjacent. However, these single-layer networks can often be too simple to provide useful models of more complex networks (such as biological systems) [2]. It is more precise to describe complex systems as a network of multiple networks in connection with one another. In these multilayered networks many different types of interactions between two entities can be represented. For instance, in biological systems, interaction of proteins can be a physical interaction that depends on the colocalization of those proteins. If we were to illustrate these physical interactions in single layered graphs, we may neglect other type of interactions regulating physical interactions [13]. In multilayered networks, next to nodes and edges, we also should consider layers as structural units of the network. Nodes can be present in one or more layers. In general, edges in multilayered networks describe pairwise connections between any pair of nodes. If this connection is between two nodes in the same layer, then that interaction is an intralayer link, while if the edge connects nodes in different layers, it is considered an interlayer link [14] (see Fig. 1). As data curation technology advances, more and more data are collected that need to be interpreted in order to further our understanding of biological systems. As a result, more and more pathway resources are created [8]. However, most of these pathway resources employ the same concept of presenting information about the molecules involved in a specific type of interaction pathway. In reality these pathways’ molecules communicate and interact with each other. Biological processes rely on multiple types of interacting molecules and networks. These mechanisms can be better understood if we examine the biological process as a single complex network, rather than as a collection of smaller separate networks.
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Fig. 1 Schematic representation of a multilayered biological network. The multiple layers build on the base network of PPIs, adding further information with each level, therefore giving us a more complex understanding of the network. Nodes represent different type of molecules (miRNAs, transcription factors, signaling proteins), while arrows on the different layers represent different type of connections (miRNA regulatory connections, transcriptional regulation, and enzymatic reactions)



There are many excellent databases containing information about molecular interactions in model organisms (e.g., BioGRID [15] and ENCODE [16]), however these can be only used for those specific organisms, and do not provide data as integrated multilayer networks. This means that they cannot be used directly to gain an overview of how multiple intertwining pathways cooperate with each other and create complicated multilayered networks. Therefore biological pathways could be further understood, when examining all aspects of a signaling network together, rather than individually, layer by layer. With SignaLink, we are focusing on protein–protein interaction (PPI) networks while also considering transcriptional, posttranscriptional, and posttranslational regulations. We thereby hope to create even more accurate biological networks, while providing a simple, easy-to-use interface so researchers can access the data. To achieve this, we have to curate interaction data from literature and from specialized data sources (PPI databases, transcription factor-target gene association databases and miRNA–mRNA interaction databases), and then integrate those levels of information
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Fig. 2 The onion-like structure of the SignaLink multilayered network database. There are six additional layers on top of the manually curated core pathways. They contain additional connections of various biological importance, which adds further information to the pathways



into one multilayered database. Since not all data sources use the same data format, assigned molecular identifiers have to be mapped to a widely used standard format—UniProt in case of proteins and miRBase in case of miRNAs—in order to make biological network data universal and the nodes within identical. Besides the problems described above, we have to overcome multiple obstacles while creating a multilayered biological database, which will be further presented in this chapter [17] (see Fig. 2). 1.3 Open Data, Open Science



The scientific method in general is largely built upon the “collection, analysis, publication, reanalysis, critique and reuse” of data [18]. This process allows us to confirm or refute our hypotheses and allows others to test our findings, and build upon them. Currently, not all scientific data are available in a way that could be beneficial to most researchers. Many factors block the free flow of information: paywalls, restrictions on the specific usage of
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published data, poor formats, lack of annotations or widely applied data standards [18]. The Open Science movement tries to overcome those problems [19, 20]. They urge scientists to strive for a higher level of transparency, reproducibility, and accessibility. This is something that has been more prevalent in the software development world with many great projects, like the open source Linux operating system [21]. Making information publicly available reduces the chances of fraud, increases the number of citations, and speeds up the research process.



2 Materials 2.1 Data Sources



When creating and analyzing a signaling pathway, a quick and effective way of integrating preexisting human expert knowledge on the pathway is to begin by structuring the interactions of the pathway around data from the literature. This data can be found in multiple different databases such as Signor, SignaLink [8]. Different data sources contain different types of data with multiple levels of detail (Table 1). It is often difficult to decide for an unexperienced user which of these resources should be used either alone or in combination during a pathway modeling process [8]. The sources that we used for SignaLink have been identified from the available public resources containing data on signaling interactions in model organisms or in humans [11]. Some of the utilized sources contain information about causal interactions (when the sign of the interactions (activation/inhibition) is known), biochemical reactions (enzymatic modifications), and undirected interactions (PPIs), to name a few. In more detail, directed interactions involve processes in which one interaction partner affects the other in a specific directed way, e.g., a protein kinase (interactor A) activates a kinase substrate (interactor B) by phosphorylating it—in this case, the direction of the phosphorylation interaction is from kinase (A) to substrate (B), and following this reaction the activation of substrate (B) will increase. In some cases the information about this direction is not available, or the interaction is inherently undirected. The analyzed data for each interaction are uniformly represented alongside with references, directionality, sign (if available), and optionally added details (i.e., localization, mechanistic details). To demonstrate the importance of integrating different manually curated data sources, we created the OmniPath resource (http://omnipathdb.org; [8]). By integrating high-confident manually curated signaling databases, we found that OmniPath covers approximately three times more proteins (7984) and four times more interactions (36,557) than the largest resource it contains [8].
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Table 1 Collection of currently available, widely used interaction databases. Relevant for working with biological networks and integrating their data into our own database Resource name



Description



Reference



URL



ACSN



The original sources of information come from review articles in high-impact journals. The information is extracted from these papers and represented in the form of biochemical interactions. This map is enriched with data from recent discoveries. It is necessary for the represented biochemical process to have evidences from more than two studies.



[44, 45]



https://acsn.curie.fr



Alz Pathway



From AD accessible PubMed articles, an AD pathway map is created. Molecules, reactions and cell types are all distinguished by multiple types. All reactions have PubMed ID references which are accessible only from XML files.



[46, 47]



http://alzpathway. org/AlzPathway. html



ARN



Signaling proteins and interactions are listed from reviews and are completed by additional signaling interaction data. The interactions are manually researched multiple times.



[48]



http:// autophagyregulation. org/



BioCarta



Large number of pathways curated by experts. The downloadable files do not contain references and some pathways may be outdated.



[49]



http://www.biocarta. com/



BioGrid



Human hippocampal CA1 region neuron signaling network. Key components of pathways are curated from published research papers demonstrating direct interactions that are supported by biochemical or physical effect. The included interactions are directed and up to date. Accessible in tabular format with UniProt IDs and PubMed references.



[27, 42, 50]



http://thebiogrid. org/



Consensus PathDB



Interaction data containing data of physical interactions, biochemical reactions and gene regulations. The source databases for the prior two are supplied and permits linking the original sources.



[51, 52]



http://cpdb.molgen. mpg.de/CPDB



(continued)
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Table 1 (continued) Resource name



Description



Reference



URL



dbPTM



11 PTM related biological databases are integrated in this source. Includes MS/MS-identified peptides in association with PTMs. Mapped PTM sites are supplied with PubMed IDs



[53, 54]



http://dbptm.mbc. nctu.edu.tw/



Death Domain



Contains information about multiple DD superfamily proteins and physical binding between them. Data can only be accessed by HTML parsing.



[55]



http://deathdomain. org/



DEPOD



Manually curated human dephosphorylation database with PubMed references in MITAB format with UniProt IDs. Includes information about protein and nonprotein substrates, dephosphorylation sites and involved pathways verified by experimental data. It also supplies references to kinase databases.



[56]



http://www.koehn. embl.de/depod/ index.php



DIP



Database of high-throughput interactions of proteins. Annotated with PubMed IDs, evidences and mechanisms. Available in MITAB format.



[57, 58]



http://dip.doe-mbi. ucla.edu/dip/ Main.cgi



HPRD



Human protein reference database, containing PPIs and posttranslational modifications curated from experiments supplied with their types annotated. It also contains information about upstream enzymes responsible for protein modifications and alternative subcellular localization of the described proteins.



[59, 60]



http://www.hprd. org/



Human Signaling Network



Aims to combine different manually curated networks. Description of the used sources and methods are not provided. Also, the data file does not have a header or key, which makes the database less efficient.



[61]



http:// www.bri.nrc.ca/ wang/



(continued)
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Table 1 (continued) Resource name



Description



Reference



URL



HuPho



Dynamically updated database of human phosphate portal which provides proteome-wide data of the phosphate interactome. This makes it possible to browse experimental evidences from many scientific articles about experiments backing protein interactions in which at least one of the participating proteins is a phosphatase. Interactions are supported by multiple evidences.



[62]



http://hupho. uniroma2.it/



InnateDB



Manually curated binary protein interaction resource. A platform designed to represent systems-level mammalian innate immune response analyzes. It is a comprehensive database of human, mouse and bovine molecular pathways and interactions curated from public molecular interaction databases, and is not only limited to innate immunity-relevant data. Data is supplied with UniProt IDs, PubMed references and experimental evidences.



[63, 64]



http://www.innatedb. com/



IntAct



Database mostly containing PPI data, annotated by IMEx standards, containing detailed description of experimental conditions of the interactions.



[26, 65]



http:// www.ebi.ac.uk/ intact/



KEGG



Kyoto encyclopedia of genes and genomes. Data can be accessed in KGML files, which contain binary interactions mostly between large complexes. This resource does not supply references.



[66]



http:// www.genome.jp/ kegg/



MatrixDB



Contains data about intracellular and membrane proteins with intention to create a detailed network of the partners of extracellular molecules. Protein data is supplied with UniProtKB/SwissProt accession numbers and is annotated with GO terms ‘extracellular region’ and ‘extracellular space’ (used for proteins found in biological fluids). Interactions are associated to the human protein’s accession numbers.



[67–69]



http://matrixdb.univlyon1.fr/
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Table 1 (continued) Resource name



Description



Reference



URL



MINT



Molecular interaction database.



[70]



http://mint.bio. uniroma2.it/mint/ Welcome.do



MPPI



The MIPS mammalian PPI database. This resource favors quality over completeness, therefore it includes strictly published data from individual experiments (not large-scale surveys). Data is supplied with UniProt IDs and PubMed references.



[71]



http:// mips.helmholtzmuenchen.de/proj/ ppi/



Negatome



Includes data from only mammalian species’ proteins. To keep a high standard of reliability, data from high-throughput experiments were excluded.



[72]



http:// mips.helmholtzmuenchen.de/proj/ ppi/negatome/



NetPath



In the tab delimited format pathway memberships of genes, PubMed references can be found. There is no data of interaction partners. During curation, data is studied and reviewed in multiple stages by different researchers and experts.



[73]



http://netpath.org/



PathwayCommons



Includes public pathway information from multiple organisms, and provides researchers with access to a through collection of biological pathways from different sources for gene and metabolic pathway analysis.



[74]



http://www. pathwaycommons. org/



Phospho.ELM



Database, which includes manually curated and experimentally verified phosphorylation sites. It is developed as a part of the ELM resource. Information can be found here about substrate proteins with the exact positions of residues known to be phosphorylated by cellular kinases. It also supplies literature references, disuse distribution and other additional data.



[75, 76]



http://phospho.elm. eu.org/



PhosphoSite



Combination of low-, and high-throughput data sources of phosphorylation sites in human, mouse and other species.



[77, 78]



http://www. phosphosite.org/ homeAction.do (continued)
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Table 1 (continued) Resource name



Description



Reference



URL



Reactome



It is not possible to extract binary information programmatically from its dataset. The curation method doesn’t include binary interactions, the available lists are based on automatic expansion of reactions and complexes, which makes the data unreliable. Also, it doesn’t make it possible to assign references to interactions.



[25, 79, 80]



http://reactome. org/



SignaLink



A database assigning proteins to signaling pathways using the full texts of pathway reviews. Compared to most signaling resources, SignaLink uses more than 20 review papers per pathway on average. It aims at reducing data and curation errors during the curation process.



[11, 12]



http://signalink.org/



Signor



Signaling network open resource aims to store and organize signaling information published in scientific literature in a structured format, as binary causative relationships between biological entities. Relationships are provided with literature reporting experimental evidence. The contained data is mapped to the human proteome.



[9]



http:// signor.uniroma2.it/



SPIKE



Contains data on relationships between entities from different sources. The interactions represented in the database are assigned quality values between 1 and 4. Those relationships derived from biochemical studies are given a high quality (1 or 2), and those from high-throughput experiments a lower quality.



[81, 82]



http:// www.cs.tau.ac.il/ ~spike/



TRIP



Mammalian transient receptor potential channel-interacting protein database. TRP channel proteins with binary interactions. Nonstandard protein names are used, which makes bioinformatical use of the data practically impossible.



[83–85]



http://www. trpchannel.org
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Table 1 (continued) Resource name WikiPathways



Description



Reference



URL



Aims to collect data about biological pathways in a way that is accessible and understandable for both human and computational analysis. Only interactions are available in BioPAX format, with no references.



[86]



http://www. wikipathways.org/ index.php/ WikiPathways



2.2 Other Sources



The main differences between different signaling databases can be broken down into a few key elements: they usually either differ in the content they aggregate, the way they are presented, or the way they are accessible to the public. Based on content, we differentiate between primary (manually curated), secondary (aggregated, collated from different sources), and hybrid databases, which are a combination of the two. Hybrid databases contain both manually curated and aggregated data from outside sources [22]. Manual curation is still the most accepted way of integrating data, although it is not without fault [23]. In particular, in contrast to automatic curation, its reliability depends on the applied curation protocol and the expertise of the curator, and as such human biases can occur. Collecting pathway data requires intensive work and a deep knowledge of the specific field. Because of this the level of quality can be quite heterogeneous. This can be corrected by having pathways reviewed by experts of the given field. Despite all problems, manual curation is still the most accepted method of data curation, used by various popular databases [24, 25]. Most pathway databases attach links to the literature references used to annotate a given portion of the network. This helps the users to get familiar with the details of the signaling process at hand, and also allows constant verifications. While nodes of pathways are practically always referenced, the interactions themselves are not. To overcome this issue, PPI (protein–protein interaction) databases, such as BioGrid or IntAct list interaction data between proteins with unique identification numbers [26, 27]. It is worth mentioning, that some pathway databases, such as KEGG or Reactome already include this feature [28]. Based on accessibility, databases can be divided into commercially available and public, academic databases [22] (see Fig. 3).



2.3 Most Common Interaction Data Formats: BioPax, SBML, PSI-MI



When building biological databases, the format in which the data is stored can often differ from the format the end user receives. If the database is collated from multiple sources, and/ or built up in multiple steps, there is a need for an inner data structure to act as a common denominator.
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Fig. 3 The general workflow of database development. Scientific literature is used as the source of information that can be processed and aggregated in various ways. Based on the collected content we differentiate between manually curated primary databases, secondary databases that are collated from different sources, and hybrid databases that are a combination of the two



Alternatively, rather than developing a new internal format for this purpose, one can use one of the many commonly used standardized formats. One of these standard languages is BioPax [29], which is meant to describe biological pathways on multiple (cellular or molecular) levels. The main goal of the BioPax project is to make pathway data easier to collect. BioPax is designed to be able to incorporate a large amount of very diverse information about many specific details of an interaction network. However, if the user does not have enough information about the interactions, this flexibility and power can be problematic, as it puts a significant overhead on working with BioPax for no benefit, as the high level of specificity it provides is not needed [29]. Another frequently used language is SBML, which stands for Systems Biology Markup Language [30]. Similar to the BioPax format, SBML is based on XML (Extensible Markup Language), a human and machine-readable standard format. The aim of SBML is to provide a machine-readable format for modeling biological systems [http://sbml.org/Basic_Introduction_to_SBML]. The individual pathway elements are broken down into multiple components (Compartment, Species, Reaction, Parameter, Unit definition, Rule), which collectively make up a model [30]. When building up SignaLink, the PSI-MITAB format was used. Developed by the HUPO (Human Proteome Organization) Proteomics Standards Initiative (PSI), it acts as a community standard for data representation. MITAB stands for Molecular Interactions in a tab delimited exchange format. It is both machine and human readable. Since PSI-MITAB is tab delimited, it is especially easy for humans to handle and work with. While its first 1.0 version only focused on protein–protein interactions, the capabilities of the format have been notably extended in the past
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years [31]. Besides adding a variety of interactors to the system, the interactions between each molecule can now be detailed by the description of the interacting domains and the kinetic parameters of the reaction [31].



3 Methods 3.1 Data Integration



In this section we describe several important issues to have in mind when building a new biological database. First, the dataset incorporated in the database should be unique and valuable for the scientific community (measured by number of downloads, page visits, citations). The curation process—especially when done by hand from primary resources such as journals—requires a lot of time and dedication. Once collected, the information should be available in several widely accepted, standardized formats, with both manual and automatic ways of accessing it. The data should be kept up to date and the database should continue running, since future research might depend on its availability [32]. While building SignaLink, the first step was to integrate signaling proteins and their interactions from review articles (and from WormBook in C. elegans) and to add further signaling interactions to them from resources like WormBase [33]. Only those genetic interactions were added from the literature, which could manually be proven to be experimentally validated direct interactions. A similar method was used while collecting data for the Drosophila melanogaster pathways. Only those genetic interactions were included from FlyBase [34] that were validated by at least one yeast-2-hybrid experiment or other approach demonstrating the physical binding. In the case of human data, the directions and reliability of the protein–protein interactions were checked with two relevant search engines, iHOP and Chilibot [35, 36].



3.2 ID Mapping



The use of different molecule types in simulations of biological systems creates the problem of converting molecular information [2]. If done incorrectly, this may result in a loss of precision, as well as subsequent loss of data. Posttranscriptional processes may occur, which modify a protein’s sequence compared to that of its coding gene. Therefore, it is important that we differentiate the two. Additionally, acquiring information about specific protein sequences (through mass spectrometry) is a more difficult process than DNA sequencing, thus it is less accessible [37]. Another common problem with creating molecule-based networks is the array of different identifiers that have been assigned to them. Various data sources supply proteins with IDs varying in length and character types (as some sources use identifiers only containing letters or numbers, while others use a combination of
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both). This creates a complex system of intertwining definitions of molecules, and referencing these entities in any network layer difficult. For this reason during the development of a new biological database it could increase the interoperability and ease of maintenance for a resource if the molecules are not defined with internally created, new IDs, rather defining them with already existing identifiers (or mapping the internal identifiers to existing ones) both within the database and as an output. While this has no effect on the user, as for the user it does not matter which identifiers are used internally, when creating a multilayered network resource with integrating different sources and data types, using existing identifiers could decrease the complexity of the development and maintenance of the resource. The external ID should be from a commonly accepted, accurate and wide-ranging database (such as UniProt and miRbase). However, when using multilayered networks, for different layers, different data sources may be needed. Although there are many ID conversion tools, including an ID mapper within the structure of a new resource is preferred. Creating a network that can be accessed by widely used IDs makes the process of searching, and using features of that network easier for researchers, and creates a uniform identification system. An issue may arise if the network uses molecules that have not been previously recorded in another database. In this case, the creation of an internal ID cannot be avoided [38, 39]. 3.3 Workflow



In the course of developing our network the utilized data is processed in multiple steps before establishing a finalized database. After an initial phase of collecting relevant information from various resources, the data is conformed into an internal structure. This step is necessary, since different sources may use separate data structures. We use a standard internal structure (PSI) [37], which is accessible and simple to modify. During this process there is no change in data quality. Subsequently, internal IDs are mapped to widely accepted universal identifiers (Uniprot [40] and miRbase [41]) to make the network more practical for research purposes. Note that structure modification and ID mapping are done in different steps, compared to many other workflows combining these processes. Then the acquired material is compressed (i.e., multiple sources containing the same information will be considered as one) during the course of data integration. The established database will have the same inner data structure created in the second step, with common IDs and ubiquitous and compact data. Finally, data is exported from this database; however, it is always possible to revert back to the information stored here. In comparison, many other databases do not use these methods of data integration. BioGRID [15] is an interaction database focusing on biomedical relevance and human disease-associated interaction networks. BioGRID offers a variety of different downloadable
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formats (including PSI-MI), which makes the data accessible to many researchers, as opposed to only using one universal internal structure throughout the entire database. However, providing the data in multiple formats does not contribute to making biological interaction databases interoperable, thus eliminating problems with integrating data from different sources with various structures, which is one of the key aims of SignaLink [11]. An important component of the SignaLink database is the conversion of all external data structures into a standard format. This contributes to the accessibility of interaction data, since combination and comparison between other sources using the same format becomes easier. Another major difference is that while SignaLink maps identifiers from external sources to more commonly used IDs, BioGRID does not. This makes referencing and researching certain molecules less effective. Similar to SignaLink, in BioGRID, the curated information is regularly reviewed, and annotations are frequently updated in order to compress entries with the same information into a single search result [42].



4 Working with SignaLink Users have two options to access and work with SignaLink data. Firstly, they can access the data via the SignaLink website (http://signalink.org). This focuses on providing users with an answer to the question “Which signaling molecules are described as interacting with my signaling molecule of interest?”. To address this question, the user queries SignaLink via the text query box at the top of the home page with an identifier describing their molecule of interest. The user is then taken to a page describing a list of all signaling molecules described as interacting with the query molecule in the SignaLink multilayer network. By clicking on the links associated with the names of these molecules, the user can explore the list of molecules described as interacting with them. Secondly, the user can download the full (or a selected part of the) SignaLink network, from the dedicated Download page. This provides the data in a range of different formats (BioPAX, SBML, PSI-MI, CSV). Users can then import this data into other tools, such as Cytoscape [43], to carry out further visualizations and analyses. On the right side of any page in the SignaLink website a Feedback tab allows the user to ask for help or submit a problem to the active SignaLink user community.
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5 Summary and Outlook SignaLink has been developed over more than 10 years and is accessible to the scientific community interested in high-confidence multilayer networks of interactions in several model organisms. SignaLink is currently being reimplemented using new backand front-end technologies, updating the manually curated interactions, integrating new data types (Long noncoding RNAs: lncRNAs, subcellular and tissue localizations) and new external data resources. However, the principles described in this book chapter will continue to be applied to this new version of the resource (SignaLink 3.0). The advantage of a multilayered and well-designed network database structure is that it is inherently scalable if new data or interaction types become available. In conclusion, multilayered networks, despite increasing the complexity of the stored data, they help the interpretation of primary biological data.
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Chapter 4 Interplay Between Long Noncoding RNAs and MicroRNAs in Cancer Francesco Russo, Giulia Fiscon, Federica Conte, Milena Rizzo, Paola Paci, and Marco Pellegrini Abstract In the last decade noncoding RNAs (ncRNAs) have been extensively studied in several biological processes and human diseases including cancer. microRNAs (miRNAs) are the best-known class of ncRNAs. miRNAs are small ncRNAs of around 20–22 nucleotides (nt) and are crucial posttranscriptional regulators of protein coding genes. Recently, new classes of ncRNAs, longer than miRNAs have been discovered. Those include intergenic noncoding RNAs (lincRNAs) and circular RNAs (circRNAs). These novel types of ncRNAs opened a very exciting field in biology, leading researchers to discover new relationships between miRNAs and long noncoding RNAs (lncRNAs), which act together to control protein coding gene expression. One of these new discoveries led to the formulation of the “competing endogenous RNA (ceRNA) hypothesis.” This hypothesis suggests that an lncRNA acts as a sponge for miRNAs reducing their expression and causing the upregulation of miRNA targets. In this chapter we first discuss some recent discoveries in this field showing the mutual regulation of miRNAs, lncRNAs, and protein-coding genes in cancer. We then discuss the general approaches for the study of ceRNAs and present in more detail a recent computational approach to explore the ability of lncRNAs to act as ceRNAs in human breast cancer that has been shown to be, among the others, the most precise and promising. Key words MicroRNAs, Long noncoding RNAs, Competing endogenous RNAs, Sponge, Cancer, Long noncoding RNA-derived microRNAs, Host genes



1 Introduction 1.1 MicroRNAs in Cancer



miRNAs are intensively studied small ncRNA of 20–22 nt length, which have been recognized over the past decade as key controllers of gene expression by targeting messenger RNAs (mRNAs). miRNAs are involved in several biological processes [1–3]. The miRNA molecules recognize their targets by base-pairing to partially complementary sequences in the 3 - and 5 -untranslated regions
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(3 -UTR and 5 -UTR respectively) or in the open reading frames of the targets. The current version of miRBase (http://www. mirbase.org/), the miRNA registry [4], contains 1881 precursors and 2588 mature human miRNAs. Those numbers represent the set of annotated miRNAs. Yet only a subset of those miRNAs has been extensively characterized at a functional level. miRNAs are frequently deregulated in cancer. For instance, in leukemia cells the miRNA genes encoding for miR-15a and miR16 are deleted [5]. Several studies have shown that these two miRNAs are tumor suppressors and their deletion or downregulation leads to the upregulation of antiapoptotic proteins such as BCL2 [6, 7]. Conversely, miRNAs can also be amplified in cancer. An example for this is the miR-17-92 cluster, which targets, among others, Pten, Ppp2r5e, Prkaa1, and Bim [8, 9]. 1.2 Long Noncoding RNAs in Cancer



The recently acknowledged long noncoding RNAs (lncRNAs) are non-protein coding transcripts longer than 200 nucleotides, which lack extended open reading frames [10–28]. In cancer lncRNAs can be deleted or amplified, similar to miRNAs. For instance, extra copies of the chromosomal region 8q24.21 have been shown to be common in many human cancers and are associated with poor prognosis [29]. This region not only contains the well-known oncogene MYC but also the lncRNA PVT1. It has been shown that the copy number alteration of MYC is correlated to the increase of PVT1 copies [29], which stabilizes MYC protein and potentiates its activity [30]. Copy number alterations and mutations can alter the transcriptional regulation of lncRNAs. Furthermore, specific single-nucleotide polymorphisms (SNPs) can be associated with an increased or decreased risk of specific diseases. It has been shown that the genetic variant rs7763881 in the lncRNA HULC may contribute to the decreased risk of developing Hepatitis B virus-related Hepatocellular carcinoma [31].



1.3 Competing Endogenous RNAs



Recent findings show that coding genes are not the only targets of miRNAs. In fact, it has been reported that different noncoding/coding RNAs compete for the same miRNA enabling the reduction of the amount of miRNAs available for interaction via the binding of the miRNA recognition/response elements (MREs) [32–40]. These RNA transcripts act as competing endogenous RNAs (ceRNAs), also known as miRNA “decoy” or miRNA “sponges” and appear to be involved in many disease conditions, including cancer development and progression [35, 36, 39, 41–43]. One of the possible ways of functioning of ceRNA mechanism was proposed by Poliseno et al. [44], where ceRNAs recruit the miRNAs and thus effectively de-repress other targets of that miRNA: the more copies of a ceRNA that acts as a sponge for
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Fig. 1 CeRNA mechanism proposed by Poliseno et al. [44] to explain the experimentally observed highly positive correlation between competing endogenous RNAs. X and Y are two RNA transcripts that compete for binding the same miRNA(s). In the steady state (middle), the microRNA molecules and their targets X and Y are in equilibrium and the microRNA will be equally distributed between its targets. In a downregulation condition of the RNA X (left), the availability of microRNA molecules to bind the RNA Y increased determining the decrease of RNA Y expression. On the contrary, in an overexpression condition of the RNA X (right), less miRNA molecules are free to bind the RNA Y, and thus the RNA Y abundance increases. Legend. Red dots: microRNA molecules; light red boxes: RNA X; green boxes: RNA Y



a specific miRNA are expressed, the more copies of the target mRNAs should be present (Fig. 1). As a consequence, ceRNAs and “canonical” miRNA targeted RNA have highly correlated expression profiles [44]. Such a mechanism of regulation of miRNA activity was first discovered in plants and was called “target mimicry” process [45]. So far, researchers all over the world have focused on the study of this mechanism as evidenced by the increased number of publications on ceRNAs in the past few years [32–40]. Moreover, publicly available databases of miRNA sponge interactions have emerged, listing both predicted [46–48] and experimentally confirmed [46, 49] interactions. In this chapter, we show different levels of regulation between lncRNAs and miRNAs. Then, we describe step by step the recent approach proposed by Paci et al. [50] for the discovery of ceRNA– miRNA interactions.
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2 LncRNA-Derived MiRNAs An interesting aspect of miRNA and lncRNA research is the evidence that several lncRNAs are host genes of miRNAs, that is, many overlapping transcripts exist (Fig. 2). The lncRNA-derived miRNAs are an example of a complex gene regulatory network [51]. A reciprocal regulation of these two types of RNAs can lead to strong cellular effects, in terms of posttranscriptional regulation and protein expression. Recent works showed that lncRNA-derived miRNAs are involved in development but also in human diseases such as cancer [51, 52]. Mangiavacchi et al. [51] showed that the lncRNA linc-223 had a crucial role in acute myeloid leukemia (AML). The authors discovered that the alternative production of miR-223 and linc223 is finely regulated during monocytic differentiation. They furthermore demonstrated that endogenous linc-223 localizes in the cytoplasm and acts as a competing endogenous RNA for miR-125-5p, an oncogenic miRNA in leukemia. In particular, they showed that linc-223 directly binds to miR-125-5p and its knockdown increases the repressing activity of miR-125-5p. This effect, resulted in the downregulation of miR-125-5p target interferon regulatory factor 4 (IRF4), involved in the inhibition of the oncogenic activity of miR-125-5p in vivo. Furthermore, data from primary AML samples showed significant downregulation of linc-223 in different AML subtypes. These findings indicate that the newly identified lncRNA linc-223 may have an important role in myeloid differentiation and leukemogenesis by cross talk with IRF4 mRNA and miR-125-5p.



Fig. 2 Radar plot of chromosome distribution. Chromosome distribution of miRNAs within lncRNAs for humans (a) and mice (b). The length of the lines indicates the number of miRNAs within lncRNAs for each chromosome
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For the purpose of this chapter we mapped the chromosomal locations of human and murine miRNAs to show the landscape of lncRNA-derived miRNAs. We retrieved the chromosomal locations of miRNAs from miRBase (http://www.mirbase.org/) [4] and the coordinates of lncRNAs from Gencode (http://www. gencodegenes.org/) [53]. We considered all miRNAs located within lncRNAs loci. Taking into consideration the strand specificity, we obtained a total number of 180 lncRNAs and 256 miRNAs for human. For mouse, we obtained 69 lncRNAs and 113 miRNAs. When we look at the chromosomal distribution of these overlaps, we can see that some chromosomes have a high number of overlaps for both human and mouse. Looking at the specific genomic positions, we find that this high number is related to the presence of miRNA clusters. Some published examples of these miRNA clusters are the imprinted genomic regions in the chromosome 12qF1 in mouse and 14q32 in human. These regions contain a large number of imprinted miRNAs that are conserved in mammals, seem to be involved in development and are highly expressed in the placenta and the embryo, whereas in the adult the expression is limited to the brain [54]. Another example of an imprinted genomic region containing miRNAs, as well as the H19 lncRNA, is the H19-miR-675 axis. In mice, these genes are located at the chromosomal position 7qF5, while in human they are within 11p15. The imprinted region H19miR-675 has been reported to be deregulated in pediatric and adult cancer [52] and it has been shown that ncRNAs in this region can act as tumor suppressor or oncogene. These results underline the importance of the epigenetic control in cancer and at the same time highlight the potential diagnostic impact of these genomic regions.



3 LncRNAs as ceRNAs Recent studies have shown that lncRNAs may have a key regulatory role linked not only to their secondary structure [55–64] but also to their primary structure (i.e., their nucleotide sequence). Indeed, increasing experimental evidence supports the hypothesis that lncRNAs may exploit ceRNA activity [41, 65–75]. The first experimental evidence of lncRNAs acting as ceRNAs in mammalian cells has been found in a wide variety of cancers by Poliseno et al. [44]. The authors investigated the functioning of pseudogenes (i.e., degenerate copies of genes that mostly originate from DNA duplication or retrotransposition of cellular RNAs) as miRNA sponges of their ancestral genes: the pseudogene PTENP1 competes with its homologous gene PTEN for shared miRNAs (i.e., miR-17, miR-19b, miR-20a, miR-21, miR-26, and miR-214 family), influencing the PI3K signaling cascade and subsequently
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acting on cell proliferation in prostate cancer [44]. In addition, the authors found that pairs FOXO3B/FOXO3 and KRASIP/KRAS of pseudogene/ancestral gene functioning as a miR-182- and miR143/let-7-sponge, respectively [42]. Other lncRNAs functioning as ceRNAs can be also observed in human and mouse muscle cells [76], where the long intergenic noncoding RNA (lincRNA) linc-MD1 controls muscle differentiation by targeting miR-133 and miR-135 to regulate the expression of MAML1 and MEF2C. Wang et al. [77] found that the linc-RoR acts as a miR-145-sponge. miR-145 affects the expression of core transcription factors such as NANOG, OCT4, and SOX2. Those factors play a key role in cell pluripotency and self-renewing of human embryonic stem cells. Moreover, Fan et al. [43] observed that the thyroid-specific lncRNA PTCSC3 can act as ceRNA by targeting miR-574-5p in human thyroid cancer. Kallen et al. [78] demonstrated that the H19 lncRNA modulates the let-7 miRNAs family availability by acting as a molecular sponge and causing precocious muscle differentiation.



4 circRNAs as ceRNAs Most recently, also the newly appreciated circular RNAs (circRNAs) were found to act as miRNA sponges [40, 79, 80]. circRNAs are a class of noncoding RNAs derived mostly from a noncanonical form of alternative splicing, whereby the exon ends are joined to form a continuous loop [81–83]. circRNAs are much more stable than linear transcripts as they are more resistant to exonuclease [79]. In view of their higher stability with respect to that of linear transcripts, circRNAs enable a more efficient suppression of miRNA activity. The first circRNA was discovered over two decades ago and it is encoded the testis-specific cirRNA Sry (sex-determining region Y) [84]. Recently, circRNAs have gained a great interest as a number of recent studies demonstrated their widespread and abundant expression in eukaryotes [38, 79, 80, 82, 85]. Although the general function of most circRNAs remains unknown, until now three circRNAs have been experimentally shown to act as miRNA sponges in mammals [40]: the already mentioned testis-specific cirRNA Sry, which serves as sponge for miR-138 in mouse when it is overexpressed [84]; the circular CDR1as transcript (also known as cIRS-7), which has been identified as a miR-7 sponge in the central nervous system [86]; the transcript circITCH that controls the level of itchy E3 ubiquitin protein ligase (ITCH) by sponging miR-7, miR-17, and miR-214 in esophageal squamous cell carcinoma (ESCC) [87].



Non-Coding RNAs in Cancer



81



5 Databases of ceRNA–miRNA Interactions In view of the increasing interest in miRNA sponge interactions, several databases collecting these interactions, both experimentally validated and computationally predicted, were developed. We next review the most common databases of ceRNA–miRNA. The first miRNA sponge interaction database was ceRDB [46]. ceRDB allows users to predict miRNA sponges for a specific mRNA target by evaluating the co-occurrence of miRNA response elements in the 3 UTR sequence of mRNAs. However, the putative interactions may not be very reliable since the co-occurrence database used, TargetScan v5.2, is outdated. Another database of miRNA sponge interactions is starBAse [47] that utilizes large-scale CLIP-Seq data (HITS-CLIP, PARCLIP, iCLIP)—where CLIP refers to a method to purify protein-RNA complexes with the use of ultraviolet cross-linking and immunoprecipitation [88]—of 108 datasets from 37 studies and experimental results providing physical binding information of miRNA–mRNA, miRNA–lncRNA, miRNA–circRNA, miRNA– pseudogene, and miRNA–sncRNA binding. In order to evaluate if a miRNA sponge pair shares significant common mRNAs, starBAse uses a hypergeometric test. The database lnCeDB [48] contains human lncRNAs which can potentially act as miRNA sponges. The miRNA–mRNA interactions in lnCeDB are predicted by using TargetScan [89] while the miRNA–lncRNA interactions are either retrieved from miRcode [90], or predicted by lnCeDB’s own algorithm. lnCeDB not only allows users to browse lncRNA–mRNA pairs sharing the same miRNAs but also compares the expression data of that pair in 22 human tissues. LncACTdb (lncRNA-associated competing triplets database) is a database containing 5119 experimentally supported and over 530,000 computationally predicted lncRNA–miRNA–gene interactions, which are obtained by integrating heterogeneous data from many in silico target prediction studies, Argonaute-CLIP experiments, and RNA-seq expression profiles [91]. HumanViCe [92] is a comprehensive database that contains a vast number of coding and noncoding RNAs acting as potential miRNA sponges in virus-infected human cells, where the putative human miRNA targets on human protein-coding transcripts were predicted by existing miRNA-target prediction databases. The first experimentally validated ceRNA–miRNA interaction database is miRSponge [49], which collects 185 unique miRNA sponge interactions in 11 species by manually curating scientific literature. This database is extremely useful tool to verify computational predictions.
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Finally, a freely accessible repository that greatly assists the miRNA research community is miRWalk2.0, a comprehensive archive of predicted and experimentally verified miRNA–target interactions [93]. In particular, miRWalk2.0 combines the information of miRNA binding sites within the complete sequence of a gene with the results of existing miRNA-target prediction databases such as DIANA-microT [94], miRanda [95], PicTar [96], PITA [97], and also provides experimentally verified miRNA–target interactions obtained via an automated text-mining search and data from existing resources such as miRTarBase [98]. Obviously, on a case-by-case basis, users can choose to consider a single independent database or combine multiple databases to identify candidate miRNA sponge interactions. Notably, the user can benefit by integrating all the information contained in different databases, conveniently incorporating missing data. However, in order to take more control over the prediction/validated interactions data, the user has to take into account that retrieving and integrating information from multiple sources can be affected by redundancy and requires general familiarity with the database contents and structure, with their query language, and more.



6 Computational Approaches for Identifying ceRNA–miRNA Interactions In order to analyze and predict the behaviors of the ceRNA regulatory mechanism, different computational approaches have been developed. Such methods can be classified into: pair-wise correlation-based methods, partial association methods, and mathematical modeling approaches [99]. Pairwise correlation-based methods are based on the principle that the expression levels of pairs of RNAs that compete for the same miRNA are positively correlated [33, 44]. Such a principle stems from the observation of the titration mechanism, which states that the increase (decrease) of the competing RNA concentrations of a miRNA target decreases (increases) the availability of the miRNA, thus relieving the miRNA repression on its target RNA (that in turn acts as a ceRNA). As a result, the expression levels of the two ceRNAs rise or decrease together, showing a positive correlation (Fig. 1). Methods belonging to this class share the same procedure: first they search for all pairs of RNAs that share the same MREs, then they perform a hypergeometric test to calculate the significance of sharing miRNAs, and finally they predict the positively correlated pairs as miRNA sponges [100–104]. In particular, Zhou et al. [100] built the miRNA sponge interaction network in human breast cancer using matched miRNA and gene expression data, and, by performing a survival analysis, they found that the hub nodes (i.e., nodes with the number of incoming and outgoing
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edges exceeding 5 [105]) are good candidate biomarker in breast cancer. Similarly, Xu et al. [101] inferred the miRNA sponge interactions landscape across 20 cancer types, identifying both cancer-specific and pancancer interactions. Shao et al. [102] identified dysregulated ceRNA–miRNA interactions in lung adenocarcinoma by integrating ceRNA expression levels and miRNA–target interactions. Finally, Chiu et al. [104] investigated the optimal conditions of the miRNA sponge regulation mechanism in various cancer types (e.g., glioblastoma, ovarian, and lung carcinoma) by combining ceRNA expression profiles and putative miRNA–target interactions. Partial association methods take into account both miRNAs and ceRNA expression levels computing either the mutual information [103, 106] or the partial correlation [50]. In particular, Sumazin et al. [106] investigated ceRNAs activity in human glioblastoma, driven by the a priori information on putative/validated pairs of RNAs sharing a statistically significant number of common miRNAs. Specifically, they combined expression data of RNA–RNA pairs sharing a significant overlap of common miRNAs with predicted miRNA–target regulatory interactions. Then, they estimated the difference between the mutual information and conditional mutual information to identify the RNA– miRNA–RNA triplets. Chiu et al. [103] proposed a prediction method, which they tested on breast cancer data, that allows to simultaneously identify both miRNA–target and miRNA-mediated sponge interaction networks. Paci et al. [50] developed a purely data-driven approach focused on the identification of new putative lncRNAs acting as ceRNAs by using expression data of breast invasive carcinoma available at The Cancer Genome Atlas (TCGA) [107, 108]. Mathematical modeling approaches exploit deterministic or stochastic models to analyze and predict the behavior of ceRNA regulatory networks [109]. Deterministic models exploit the network connectivity information and make use of the kinetic parameters characterizing the biochemical reactions in order to determine how the system changes in time and space under external stimulation. Each biological network is affected by stochastic components. However, when the number of involved molecules of each species is quite large, the law of mass action can be used to accurately calculate the change in concentrations, and little or no stochastic effect is observable. Conversely, when the number of molecules is small, significant stochastic effects may be seen and then it is preferable to choose a stochastic model. Examples of mathematical modeling approaches aiming to quantitatively understand ceRNA– miRNA interactions networks can be found in [110, 111]. Here, a mass-action model is used to determine the optimal conditions of miRNA sponge activity in silico. In [112] the authors proposed a stochastic model to analyze the equilibrium and out-of-equilibrium
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properties of a network of M miRNAs interacting with N mRNA targets in terms of a titration mechanism. More recently, Yuan et al. [113] performed a model-quantitative analysis for a miRNA sponge interaction system and validated their computational results by using synthetic gene circuits in human embryonic kidney 293 cells.



7 Case Study: Algorithm for Identifying ceRNA–miRNA Interactions in Breast Cancer Data A recent review [99] reported a comparison study of the widespread computational methods for identifying ceRNA– miRNA interactions. Among these methods the algorithm proposed by Paci et al. [50] resulted as the best one in terms of the percentage of discovered miRNA sponge interactions associated with breast invasive carcinoma. We here present in detail such a computational analysis that aims to identify putative lncRNAs acting as miRNAs sponge in breast cancer. In this study, the authors used normalized level 3 RNA- and miRNA-sequencing expression data of breast invasive carcinoma from IlluminaHiSeq platform that were retrieved from TCGA [107, 108]. The study comprised 72 samples for which the complete sets of tumor and matched healthy profiles (for both RNA-seq and miRNA-seq data) were available. Entries with more than 10% of missing values were filtered out. Coding versus noncoding RNAs were separated based on entrez gene identifiers and human annotation obtained from NCBI. The analysis was restricted to those mRNAs with an available 3 -UTR sequence at least equal to 500 nt in the curated UTRdb database [114]. Altogether, a total of 10,492 mRNAs, 311 miRNAs, and 833 lncRNAs, were analyzed in [50]. The computational model developed to analyze these data is based on three hypotheses: 1. The RNAs competing for the same miRNA are characterized by a highly positive Pearson correlation The top-correlated mRNA–lncRNA pairs in healthy tissue and cancer data sets were selected by setting the correlation threshold to the 99th percentile of the corresponding overall Pearson correlation distribution in both cases. 2. The interaction between the RNAs competing for the same miRNA is indirect, i.e., mediated by miRNA. To investigate the scenario in which specific miRNAs may mediate the interactions of the top-correlated mRNA–lncRNA pairs, the authors applied a well-established tool of multivariate analysis (namely, the partial correlation) to each selected
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mRNA/lncRNA pair with respect to each miRNA in their dataset. In general, the partial correlation measures the extent to which an observed correlation between two variables X and Y (here, the expression profiles of a mRNA and a lncRNA) relies on the presence of a third controlling variable Z (here, the expression profile of a miRNA) and it is computed as: ρXY − ρXZ ρZY  ρXY |Z =  2 2 1 − ρXZ 1 − ρZY where ρ XY is the Pearson’s correlation. Then, the sensitivity correlation S was defined as: S = ρXY − ρXY |Z The XYZ triplets with S > 0.3, corresponding to a drop of about the 30% in the correlation between XY when Z is removed, were selected. The sensitivity distribution of the top-correlated mRNA–lncRNA pairs (XY ) is plotted removing one miRNA (Z ) molecule at time. 3. The RNAs competing for the same miRNA harbor one or more MREs for the miRNA that they sponge. A seed match analysis was performed in order to select only those mRNA/lncRNA/miRNA triplets that are enriched in binding sites of the shared miRNA (hypergeometric test with p-value 0.7 in normal and ρ > 0.4 in cancer); (2) matching high values of the sensitivity correlation values (S > 0.3); (3) sharing binding sites for miRNAs (6-mer miRNA seed match). The study in [50] revealed the existence of a complex regulatory network in healthy tissue samples that appears to be missing in tumor samples (and vice versa). In particular, the normal MMInetwork (1738 nodes and 32,375 edges) is marked by a clear segregation into two internally well connected components: a larger one (1354 nodes and 31,417 edges) mainly dominated by the mir-200 family and a smaller one (378 nodes and 954 edges) mainly controlled by mir-452. Notably, in the whole normal MMInetwork, the lncRNA PVT1 with its 2169 edges represents the first hub, it is connected to 753 different mRNAs (about 50% of total mRNAs in the network) and the mir-200 family members mediate over 80% of these interactions. Also for the similarly constructed cancer MMI-network (415 nodes and 1103 edges), a clear segregation into two components was observed, yet marked by fewer interactions and nodes compared to the normal case. Indeed, the larger subnetwork (mainly controlled by mir-150) here is composed by 383 nodes and 1070 edges whereas the smaller one is composed of only 20 nodes and 26 edges. Two lncRNAs— MEG3 (Maternally Expressed Gene 3) and KIAA0125—compete for the role of the first hub and regulate the expression of the almost totality of the mRNAs in the cancer-MMI-network, by antagonizing mir-379 and mir-150, respectively. To summarize, the computational analysis proposed by Paci et al. [50] highlighted a marked rewiring in the ceRNA program documented by its “on/off” switch from healthy to cancerous breast tissues, and vice versa (i.e., RNA transcripts acting as ceRNA in healthy tissues were not found as ceRNA in cancer tissues and vice versa). This mutually exclusive activation confers an interesting character to ceRNAs as potential oncosuppressive, or oncogenic, protagonists in human cancer. At the heart of this phenomenon is the oncogene PVT1, which has received a great amount of attention in recent studies [25, 29, 116–133]. PVT1 switches from being the first of the hubs in the normal MMI-network to fall outside the list of nodes of the cancer network. In the healthy network, PVT1 revealed a net binding preference toward the miR200 family [50], which antagonizes to regulate the expression of hundreds of mRNAs that are known to be related to cancer
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development and progression (e.g., GATA3 [134], TP53, TP63, and TP73 [135]).



8 Conclusions In this chapter, we present recent advances in the field of ncRNAs and in particular the cross talk between lncRNAs and miRNAs. A particular emphasis is given to ceRNA–miRNA interactions, presenting a recent algorithm proposed by Paci and colleagues [50]. They computationally showed a remarkable rewiring in the ceRNA program between normal and pathological breast tissue, supported by the “on/off” switch from normal to cancer condition (and vice versa) of the ceRNA regulatory networks. The rationale behind this rewiring and the specific conditions required for a ceRNA–miRNA interaction to occur are still unknown, but the following hypotheses can be formulated: (1) an exon skipping mechanism, i.e., the presence of alternative transcription start sites causes the skipping of exons where the MREs reside, which could lead to a preferential expression in tumor tissue of some isoforms that lack the binding sites required for a given miRNA sponge; (2) a mechanism of titration, i.e., large variations in the ceRNA expression levels can overcome, or relieve, the repression of miRNA on its competitors, or similarly, overexpression of a miRNA can abolish the competition between the two transcripts. Recently, several studies [33, 136] have stressed the importance of the relative concentration of RNA molecules that participate in the sponge mechanism but further works are needed to explore this result, and to understand in deep the ceRNA–miRNA interactions and their role in cancer and other diseases.
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Chapter 5 Methods and Tools in Genome-wide Association Studies Anja C. Gumpinger, Damian Roqueiro, Dominik G. Grimm, and Karsten M. Borgwardt Abstract Many traits, such as height, the response to a given drug, or the susceptibility to certain diseases are presumably co-determined by genetics. Especially in the field of medicine, it is of major interest to identify genetic aberrations that alter an individual’s risk to develop a certain phenotypic trait. Addressing this question requires the availability of comprehensive, high-quality genetic datasets. The technological advancements and the decreasing cost of genotyping in the last decade led to an increase in such datasets. Parallel to and in line with this technological progress, an analysis framework under the name of genomewide association studies was developed to properly collect and analyze these data. Genome-wide association studies aim at finding statistical dependencies—or associations—between a trait of interest and pointmutations in the DNA. The statistical models used to detect such associations are diverse, spanning the whole range from the frequentist to the Bayesian setting. Since genetic datasets are inherently high-dimensional, the search for associations poses not only a statistical but also a computational challenge. As a result, a variety of toolboxes and software packages have been developed, each implementing different statistical methods while using various optimizations and mathematical techniques to enhance the computations. This chapter is devoted to the discussion of widely used methods and tools in genome-wide association studies. We present the different statistical models and the assumptions on which they are based, explain peculiarities of the data that have to be accounted for and, most importantly, introduce commonly used tools and software packages for the different tasks in a genome-wide association study, complemented with examples for their application. Key words Genome-wide association studies, Missing heritability, Linkage disequilibrium, Phenotypes, Univariate mapping, Population structure correction, Genomic inflation, Multilocus mapping, Multiple hypothesis correction, Meta-analysis, GWAS tools



1 Introduction 1.1 Genome-wide Association Studies: An Overview



Genome-wide association studies (GWAS) have become a valuable tool to identify associations between genetic variants in a group of individuals and a phenotype present in these individuals. The phenotype in question can be a trait such as height, the presence or absence of a disease, the response to a drug treatment, or any
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other phenotype of interest. The genetic variants used in GWAS are primarily single-nucleotide polymorphisms (SNPs), which correspond to single base-pairs in the DNA that are known to vary between individuals. The goal of a genome-wide association study is to determine which SNPs are associated with the phenotype in a statistically significant manner. Historically, and prior to the emergence of GWAS, linkage mapping was a technique used to detect genetic markers that segregated within families affected by rare diseases. Linkage mapping was successful for rare and Mendelian diseases, for example, at identifying loci associated to Huntington’s disease [1] and at detecting mutations in the Cystic Fibrosis Transmembrane Conductance Regulator (CFTR) gene in patients with cystic fibrosis [2]. Nevertheless, for complex diseases such as type II diabetes and schizophrenia, it is the cumulative effect of dozens or hundreds of variants throughout the entire genome—each with a small effect on the phenotype—that confer a greater risk of developing the disease. This is the reason why linkage mapping was less successful in the realm of complex diseases [3, 4], which in turn allowed GWAS to rise to prominence as a tool to identify associations between a trait and genetic variants of smaller effects. There are numerous reasons why GWAS, in contrast to linkage mapping, are better equipped to detect these associations: (a) in GWAS, hundreds of thousands to millions of SNPs are surveyed, (b) GWAS do not necessarily rely on pedigree information, and (c) GWAS have larger sample sizes than linkage mapping studies and, thus, have more power to detect associations [5]. Whether one intends to perform GWAS in plants to increase crop yields, or in livestock to identify genes associated with economically important traits such as fertility, or in humans to find SNPs associated with common diseases, this chapter serves as a guide to all the theoretical aspects of GWAS. The chapter also contains detailed protocols on how to conduct GWAS with different tools and how to overcome potential pitfalls in the analysis. 1.2 Performing GWAS



The haploid human genome comprises approximately three billion base-pairs, 3% of which show variation among individuals (estimate based on the 84.7 million reported SNPs by the 1000 Genomes project [6]). These base-pairs that vary across a population represent the single-nucleotide polymorphisms mentioned in the previous section. Endeavors such as the original HapMap project [7], and the more recent 1000 Genomes project [6] have aimed at genotyping a multitude of human genomes to detect and annotate genetic variation among individuals. For performing a genome-wide association study, we assume that two types of data are readily available for all individuals in the study: their phenotype and genotypes. The latter can be obtained
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through state-of-the-art sequencing technologies [8], or through a genotyping array [9]. In a traditional (univariate) genome-wide association study, a measure of association or statistical dependence between each individual SNP and the phenotype is computed. Then a p-value is derived for each association score, which represents the probability of observing an association signal of the same strength or stronger under the null hypothesis of no association between the SNP and the phenotype. If the p-value falls below a predefined significance threshold α, commonly 0.01 or 0.05, the null hypothesis is rejected, which means that there is an association between the SNP and the phenotype. Despite the strong evidence against the null hypothesis in this case, there remains a chance of α ∗ 100% that the low p-value is purely due to random chance and that the detected association is therefore a false positive result. Avoiding false positive findings is among the major challenges in GWAS. 1.3 Challenges in GWAS 1.3.1 Avoiding False Positive Findings



In GWAS, typically hundreds of thousands to millions of SNPs are tested simultaneously for association with the phenotype. Since each of these hypotheses are rejected at a significance level α— typically, α = 0.05—this multiplicity of tests can lead to the reporting of spurious associations if no correction for multiple hypothesis testing is performed. There is rich statistical literature on various methods to correct for multiple hypothesis testing [10] and the most prevalent ones, namely family wise error rate and false discovery rate, are discussed in detail later in this chapter. Another possible source of false positive findings is the presence of confounders, such as environmental factors, population or family structure, cryptic relatedness, age, and gender. Autoimmune diseases in humans are a good example of how gender can be a confounder as approximately 80% of patients affected by an autoimmune disease are women [11]. Population structure, on the other hand, refers to differences in allele frequencies between groups of individuals in a study due to systematic ancestry differences [12], such as geographic proximity or individuals sharing the same ethnicity. Not correcting for these confounding factors may lead to false positive findings: SNPs that seem to be associated to the phenotype while they are actually associated with the confounding factor, e.g., with population structure. Similar to the importance of avoiding false positive findings in GWAS, it is equally crucial to avoid missing true associations, the so-called false negatives. False negatives occur when the statistical signal of the marker is not strong enough to reach genomewide significance. Possible reasons for this are (a) little evidence in the data to support the statistical association, e.g., because of a small sample size, or (b) the significance threshold being too low. In general, there is a trade-off between the number of false positives and false negatives and we defer this discussion
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to Subheading 2.7.1 when we address the topic of multiplehypothesis testing correction. 1.3.2 Missing Heritability



Over the last decade, GWAS have been successfully performed on different organisms, such as Arabidopsis thaliana [13–15], rice [16], fruit flies [17], mice [18], and humans [19–21]. In humans, particularly in the field of autoimmune and metabolic diseases, GWAS have revealed important insights into the genetic mechanisms of disease development and progression [4]. Despite these and many other successes, the association signals detected in univariate GWAS often explain only a small fraction of the total phenotypic variability. This phenomenon has been referred to as missing heritability [4, 22–24]. In the literature, different strategies have been proposed to discover the missing heritability. One class of approaches aims at changing the hypothesis underlying GWAS by considering the joint effects of multiple SNPs [25]. Examples covered in this chapter are (a) the search for nonlinear SNP-SNP interactions [26–28], also known as epistasis, (b) the joint analysis of SNPs overlapping with genes [29–32], and (c) the interaction of SNPs when superimposed on a biological network [33–36]. Another class of approaches tries to alleviate the burden of multiple hypothesis testing by attempting to increase the perhypothesis significance threshold while decreasing the number of hypothesis to be tested. Examples of these approaches that are also covered in this chapter are (a) gene-based approaches [29–32] as well as (b) methods analyzing intervals of genetic markers [37], or (c) clustering with subsequent hierarchical testing [38].



1.4 Outline of the Chapter



This chapter provides both a theoretical and practical guide to GWAS. In Subheading 2, Methods and Definitions, we summarize important theoretical concepts of GWAS. We present formal definitions and discuss different types of GWAS as well as the evaluation of their results. In Subheading 3, Tools and Software, we introduce different software tools and packages that are commonly used to perform GWAS. The presentation of each tool is accompanied by a tutorial on how to use it. We conclude the chapter by reviewing the development of GWAS over the last decade, and highlighting current challenges and future directions of research. In addition to the contents of this chapter, we provide a virtual machine (VM) with preinstalled tools and all the necessary scripts to run the examples in Subheading 3. The blue boxes in Subheading 3 provide step-by-step protocols on how to run the scripts on the VM. The VM and sample scripts can be accessed online at: https://www.bsse.ethz.ch/mlcb/gwas. The link also provides additional details on how to install the VM and how to use the sample scripts.
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2 Methods and Definitions Before delving into the methodological aspects of GWAS, we first introduce the concept of linkage disequilibrium followed by a discussion on how genomic data are frequently encoded and preprocessed. We then cover the main statistical models for univariate association testing, i.e., when each SNP is analyzed separately. We proceed to complement the ideas presented in univariate methods by discussing more sophisticated scenarios in which methods that rely on gene-based analyses and interactions between genetic markers are considered. We conclude this theoretical section by providing details on how the results of GWAS can be evaluated and combined. 2.1 Linkage Disequilibrium



When working with genetic data, a concept of utmost importance that needs to be taken into consideration is that of linkage disequilibrium (LD). For a given population, two SNPs are said to be in LD when their genotypes are correlated in a way that will not arise by chance. From a biological perspective, LD between loci is determined by local recombination rates. As a result of this, older populations that went through a higher number of recombination events show different LD patterns than younger populations do. In humans, for example, LD patterns vary between different ethnic groups [7]. One of the key technological achievements that greatly facilitated GWAS was the development of SNP arrays [7, 39]. SNP arrays do not survey the entirety of SNPs in a genome, but instead rely on information about regions of SNPs in high LD. From each of these regions, a tag SNP is selected and ultimately genotyped under the assumption that, if the tag SNP is associated to the phenotype, then the tag SNP is in high LD with the presumably causal SNP [3].



2.2 Data Encoding and Preprocessing Steps



Genotype data can have different formats, depending on the genotyping platform that was used. In what is normally considered to be raw data, a SNP for a given individual is represented by its two alleles (for diploid cells) in the letters A, C, G, or T (see Fig. 1a) for each of the four nucleotides. Many of the statistical models described in this section require that the raw allele information be encoded as a numerical value. This is referred to as the encoding of the genotype. There exist different models in which genotypes can be encoded and each of them reflects prior assumptions about the underlying mode of inheritance, such as the additive, the dominant and the recessive encoding (see Fig. 1b). Of these models, the most commonly used one is the additive model, in which each SNP is represented by the number of its minor alleles, i.e., 0, 1, or 2 [40]. The phenotype can be either qualitative or quantitative. The former refers to phenotypes that have discrete class labels for each
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Fig. 1 Data representation in GWAS for a diploid individual. (a) For an individual, the genotype is represented by the alleles on two strands of DNA, one from each chromosome. (b) Three different encoding schemes (additive, dominant, and recessive) for SNP data. The alleles highlighted in red are the minor alleles. The additive encoding counts the number of minor alleles. The dominant encoding maps the homozygous major alleles to 0 and all other genotypes to 1. The recessive encoding maps the homozygous minor allele to 1, and all other genotypes to 0



individual, for example case/control. Quantitative phenotypes, on the other hand, are represented by a real number. Typical examples of this type of phenotype are height, body-mass index, or blood pressure [41]. The phenotype being qualitative or quantitative is an important criterion for the choice of the statistical method in a genome-wide association study. 2.2.2 Data Preprocessing and Quality Control



Before we can start testing for associations between SNPs and the phenotype of interest, certain preprocessing tasks are commonly applied to minimize the chances of reporting false results.



Transformation of Phenotypes



Some statistical methods make a particular assumption about the distribution of the phenotype and its noise. For example, when applying linear regression in GWAS, one of the assumptions of the method is that, given the genotype, the phenotype follows a Gaussian distribution. In practice, however, this assumption rarely holds. Therefore, a common preprocessing task is to transform or normalize the phenotypic data such that it follows the expected distribution of the statistical model.
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Filtering Using Hardy–Weinberg Equilibrium



The Hardy–Weinberg equilibrium (HWE) is a model that allows for the prediction of genotype frequencies from one generation to the next. SNPs in GWAS are expected to be in HWE and any deviation can be assessed through a statistical test with a common threshold on the p-value of 1e−06 [42] (this threshold is commonly used in humans, for other organisms the consensus threshold may be different). If an SNP is found not to be in HWE, this is normally because of a sampling or a pure genotyping error. When this occurs, the SNP is removed from the analysis in a preprocessing step.



Filtering by Minor Allele Frequency



The minor allele frequency (MAF) is the frequency of the less common allele at a biallelic locus [3]. SNPs that have low MAF with values smaller than 0.05 or 0.01, the so-called rare variants, are commonly excluded from standard GWAS [5]. Unless sample sizes are very large or the effects of the rare variants are high, standard GWAS techniques are underpowered to detect associations with rare variants [5, 43]. There is an entire class of methods collectively known as burden tests that are well-suited for rare variants [44–46]. In addition to burden tests, there are other methods such as the C-alpha test [47] or SKAT [43] which have proven to be effective at analyzing rare variants. This chapter focuses on methods that utilize common variants and the reader is referred to refs. [43–47] for more details about the analysis of rare variants.



Filtering by Missing Genotypes



Another important quality control step that needs to be performed before conducting GWAS is to exclude from the analysis: (a) individuals with a large number of missing genotypes, and (b) SNPs with a high rate of missing genotypes across all individuals [42]. The first case is normally a consequence of poor DNA quality or low DNA concentration. This affects the accuracy of SNP calling algorithms, which then report large numbers of missing SNPs for the individual. In the second case, when a SNP has a low call rate, i.e., a high missing rate, it is considered of low quality and is excluded from the analysis to avoid false positives [48]. There are well-defined protocols to impute the values of missing SNPs, and we refer the interested reader to [49] for more details.



2.3 Concepts in Univariate GWAS



After quality control and preprocessing we are in a position to start the analysis of the data. We herein describe the methods that are most commonly used to test SNPs for association to the phenotype. Since all SNPs are tested independently, these methods belong to the class of single-locus or univariate GWAS [3].



2.3.1 Two Sample Tests



When analyzing a qualitative phenotype, as it is done in a case/control study, a common way to test an SNP for its
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association to the phenotype is to create a contingency table by counting the allele frequencies in cases and controls. This contingency table can then be used to test for association using a discrete test statistic, such as Fisher’s exact test [50] or a χ 2 test [51]. 2.3.2 Linear Models



Linear models are often used to test a single SNP for its association with a phenotype [42]. The underlying assumption in linear models is that the phenotype can be modeled as an additive (linear) combination of the genotype values of the SNP and (possibly) covariates, such as age or gender, each of them with certain effect sizes. Moreover, linear models contain a residual term that captures noise in the data. Let us consider a dataset with n individuals, where for each individual we have: (a) a phenotype value, (b) a genotype value for a given SNP, and (c) p covariates. Then, a linear model can be described as follows: − → y = β0 1 + β1 x G + X C β T2 + 



(1)



− → where y represents the n × 1 vector of phenotypes, 1 is an n × 1 vector of ones, xG is the n × 1 vector of the genotypes for a given SNP, XC is the n × p matrix of covariates and β 0 ∈ R, β 1 ∈ R, β 2 ∈ R1×p are the offset, the genotype and the covariate effects, respectively. Additionally,  ∈ Rn×1 is the vector of residuals, which are assumed to follow a known probability distribution, allowing the model parameters β 0 , β 1 , and β 2 to be estimated using probabilistic techniques such as maximum likelihood estimation (MLE) [52]. The inclusion of the covariates XC into the model accounts for known factors that might have an influence on the phenotype, such as age or gender. It is common to reformulate Eq. 1 as: y = Xβ T + 



(2)



−  → where X = 1 , x G , XC ∈ Rn×(2+p) and β = [β 0 , β 1 , β 2 ] ∈ R1×(2+p) . The matrix X is referred to as the design matrix. When applying linear models to test SNPs for their association with the phenotype, an individual linear model has to be fitted for each SNP. Depending on the number of SNPs, this can be computationally expensive. Linear Regression



A linear regression model assumes that the residuals, and therefore also the phenotype y, are normally distributed given the genotype xG , making it applicable to quantitative phenotypes. Using methods such as MLE, the parameters β 0 , β 1 , and β 2 in the model Eq. 1 can be estimated from the data. Once the model is fitted, the parameter β 1 describes the effect the SNP has on the phenotype. The parameter’s deviation from zero is an indicator of the effect
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size: the larger its absolute value is, the higher the contribution of xG to the phenotype is. With a statistical test, it is possible to assess if the deviation from zero is statistically significant at a predefined significance level. Logistic Regression



Logistic regression is a special case of linear models when the phenotype is qualitative, as in a case/control study [52]. While in linear regression the phenotype is modeled through a linear combination of genetic and covariate effects, in logistic regression the logarithm of the odds is modeled as: 



P (y = 1) log 1 − P (y = 1)







− → = β0 1 + β1 x G + X C β T2



(3)



where all parameters are defined as in Eq. 1. Logistic regression models are commonly used to model the probability of a target variable to take a specific value (in the case of GWAS, the phenotype). For a more extensive coverage on logistic regression, the reader is referred to [52]. Linear Mixed Models



A further variation of linear regression is the linear mixed model (LMM). Over the last few years LMMs have gained popularity in the field of GWAS [53]. They constitute a flexible framework for the analysis of genetic data, with a linear combination of fixed and random effects accounting for the phenotypic variation. While in linear regression the parameters of the model are fixed, in LMMs some parameters are assumed to follow a Gaussian distribution, the so called random effects. In many applications, the genetic variant and the covariates are modeled as fixed effects, while the genetic similarity among samples is modeled as a random effect, adding an additional term to the model in Eq. 2: y = Xβ T + γ + 



(4)



where γ = X S β T3 is called a random effect, with each parameter in the vector β 3 ∈ R1×w drawn from the same Gaussian distribution, and XS is the n × w design matrix of the random effect. This is equivalent to γ being drawn from a multivariate Gaussian distribution with a covariance matrix proportional to K = XS XTS ∈ Rn×n [54]. As with linear regression, this results in a phenotype with a Gaussian distribution and therefore in a model applicable to quantitative traits. Bayesian Mixed Models



From a Bayesian point of view, the Gaussian distribution of β 3 in the LMM of Eq. 4 can be interpreted as a prior on the parameter vector β 3 . This prior can be replaced by other distributions, thereby incorporating different prior assumptions into the model and giving rise to Bayesian mixed models. The choice of the
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prior distribution has implications on the estimation of the model parameters. For example in BOLT-LMM [54], SNP effects are modeled as random effects, and the Gaussian prior on β 3 in Eq. 4 is replaced with a mixture of two Gaussians, keeping the parameter estimation simple due to the convenient mathematical representation of the Gaussian. 2.4 Population Structure Correction



As mentioned in the introduction, the presence of population structure in the data can lead to false positive associations. A common way to assess the degree of population structure in the data is to compute the genomic inflation factor λGC [55]. It describes the deviation of the median of the observed test statistics from the median of the expected test statistics. Since the distribution of the test statistics under the null hypothesis is known (either because there is a closed form representation, or because it has been derived empirically using permutation testing), so is its median. Considering the assumption that most of the SNPs are not associated with the trait, λGC should be close to one if no confounder is present [56]. If λGC is inflated (larger than 1) or deflated (lower than 1), a correction for population structure is recommended to avoid false positives or false negatives, respectively. The inflation or deflation of p-values can be easily visualized in a Q-Q plot (refer to Subheading 2.7.2 for more details about these plots). The three most common correction approaches are based on (a) the principal components (PCs) of a genetic similarity matrix [12], (b) the genomic inflation factor λGC [57], and (c) a combination of an LMM with the genetic similarity matrix as random effect [58, 59].



2.4.1 Principal Components of the Genetic Similarity Matrix



For a genetic dataset with n individuals, the genetic similarity matrix corresponds to the n × n matrix that captures the similarity between the individuals based on their SNP information (genotypes). To compute this matrix, assume XG to be the n × d matrix containing d SNPs for n individuals. Prior to the computation of the similarity matrix, each SNP in XG is commonly centered around its mean and normalized by its allele-frequencies [12],  G . Then, the similarity matrix is computed resulting in the matrix X as: K=



1  T X G XG ∈ Rn×n n



(5)



It has been shown that including the leading PCs of the genetic similarity matrix K as covariates in a linear model corrects for population structure [12]. Nevertheless, it is not a priori clear how many PCs should be included as covariates. Commonly, the association analysis is repeated multiple times, with an increasing number of leading PCs included as covariates. For each run, the
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Fig. 2 The genomic inflation factor, when different numbers of leading PCs are included as covariates into a linear regression model



genomic inflation is computed and plotted against the number of PCs in the model (see Fig. 2). Finally, the number of leading PCs that are used is the one that yields a genomic inflation factor λGC close to 1. 2.4.2 Adjusting Test Statistics for Genomic Inflation



Devlin et al. [55, 57] have suggested to adjust the raw test statistics with the genomic inflation factor λGC . Dividing each test statistic by λGC and subsequently computing the p-value from the adjusted test statistic reduces the genomic inflation: Tadjusted =



2.4.3 Correction for Population Structure in LMMs



Traw . λGC



LMMs have been successful at correcting for population structure, family relatedness and cryptic relatedness in GWAS [53]. The correction is achieved by explicitly accounting for structure among individuals in the model, e.g., by including a random effect with covariance proportional to the genetic similarity matrix defined in Eq. 5. Depending on the type of relatedness between individuals, coupling more than one genetic similarity matrix, and if necessary, additionally including PCs as fixed effects into the model, can increase the power of GWAS [59]. An often-encountered downside of LMMs for GWAS is the computationally demanding task of obtaining the genetic similarity matrix. This problem has been addressed in different approaches, such as [58, 60–62], which are based on approximations of the matrix, or on computationally efficient exact methods.



104



Anja C. Gumpinger et al.



2.5 Gene-Based Approaches



In contrast to the univariate methods previously described, genebased approaches aim at deriving p-values of association, not for single SNPs but for genes. Gene-based approaches rely on first mapping SNPs to genes, followed by specific methods to test the resulting genes for association. Both of these topics are discussed below.



2.5.1 Mapping SNPs to Genes



In gene-based GWAS, a gene is represented by the set of SNPs that overlaps with it. Moreover, it is a common practice to also include SNPs in close proximity to the gene (between 20 and 50 kb, upstream and downstream) [25, 63, 64]. These SNPs are theorized to have regulatory effects on gene expression, thereby affecting the phenotype. Nevertheless, special care has to be taken when expanding the width of this margin as it increases the chance of assigning the same SNP to multiple genes. This results in a violation of the assumption that genes are independent, and might lead to inflated association signals [65].



2.5.2 Association Testing of Genes



There exist two main approaches for association testing of a gene: (a) two-step approaches, which consist of computing univariate test statistics for each SNP in the gene and, subsequently, collapsing them into one test statistic for the whole gene, and (b) one-step approaches, in which all SNPs in the gene are used simultaneously to derive a test statistic [64, 66].



Two-Step Methods



The first step consists of computing the p-values, pg,1 , . . . , pg,m , of the m SNPs that overlap with the gene g, derived from the univariate test statistics sg,1 , . . . , sg,m . In the second step, the teststatistics are combined using one of the following approaches: (a) Minimum p-value [32, 64]: The gene p-value is set to the minimum of the SNP p-values overlapping with the gene, i.e., pg = min (pg,1 , . . . , pg,m ). (b) Sum of test statistic [29, 32]: If the test statistics sg,1 , . . . , sg,m come from a χ 2 test with one degree of freedom, the m gene test statistic sg can be computed as sg = sg,i , which i=1



follows a χ 2 -distribution with m degrees of freedom, assuming independence between the statistics. In reality, this assumption of independence does not hold due to LD, which requires the development of methods taking LD into account. (c) Average test statistic [29, 67]: Computation of the average over the k most significant test statistics, i.e., the gene test statistic k corresponds to sg = k1 sg,i . Since the null-distribution of this i=1



statistic cannot be analytically derived, a p-value of association is obtained by performing permutation testing.
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One-Step Methods



Alternatively, all the SNPs overlapping with a gene can be tested simultaneously in one test by using the linear mixed model framework. For this purpose, the model in Eq. 1 has to be adapted such that the genotype vector xG ∈ Rn×1 is replaced by a genotype matrix XG ∈ Rn×m , and the m columns in the matrix correspond to the genotypes of the m SNPs mapped to the gene [68]. Both one- and two-step approaches have their respective advantages. The one-step approaches, in contrast to the two-step approaches, make no prior assumptions about the direction of effects of the SNPs harbored in the gene. An advantage of twostep approaches is that they do not require access to the original genotype data, but it is sufficient to use the summary statistics of a univariate analysis for each SNP. We refer the reader to [64] for a more comprehensive discussion about these methods.



2.6 Detection of Interactions Between Genetic Loci



As mentioned in Subheading 1.3.2, missing heritability refers to the gap between the heritability of a trait and the phenotypic variation that can be accounted for by association signals from univariate GWAS. One of the possible sources of missing heritability is hypothesized to be the fact that univariate GWAS do not account for nonlinear interactions between loci [69]. Thus, extensions that take into account interactions between SNPs or genes have been proposed to complement the existing univariate approaches. Below we discuss two of these extensions.



2.6.1 Epistasis



There exist various definitions of epistasis, with the most commonly used one referring to the deviation from additivity in a linear model [26]. This can be captured in a statistical model as follows: − → y = β0 1 + β1 x 1 + β2 x 2 + β12 x 1 x 2 + 



(6)



In model Eq. 6, x1 and x2 correspond to the genotype at SNP1 and SNP2 , respectively. The multiplicative term x1 x2 is the element-wise product of x1 and x2 and corresponds to the epistatic interaction between the two loci. The parameter β 12 is the effect size that will be tested for deviation from zero to obtain a p-value of the epistatic interaction. The statistical test is analogous to the one in the linear models explained earlier. For a more comprehensive review of different test statistics used in the analysis of genomewide interactions, the reader is referred to [70]. 2.6.2 Network-Based Approaches



To complement the analysis of epistasis, one can explore higherorder interactions between SNPs in the hope that a group of them can be found to act in concert to disrupt a certain biological process. Testing all possible combinations of SNPs at a genome-wide level for association is computationally infeasible. Therefore, the class of methods known as network-based GWAS is frequently used to minimize the search space by incorporating
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prior knowledge in the form of biological networks and testing only interactions between markers in these networks [25]. Commonly used networks are for example protein–protein interaction networks [71–74] in which a node corresponds to a gene (or its product, a protein) and an edge represents any type of interaction between the nodes at both ends. The interactions can be derived from different sources, which renders some interactions as having higher confidence than others. While some interactions are derived from repositories of experiments, others are predicted or manually curated from the literature [72, 73]. In general, these interactions are not context specific and hold for a variety of tissues and cell types. Exploring and mining these networks with respect to a phenotype is the goal of network-based GWAS. Most methods that were developed to include network information aim at finding dense subgraphs (called modules) within the network that are associated to the phenotype [33–36]. Since these networks are based on genes/proteins, a mapping between genes/proteins and SNPs needs to take place before testing for association. 2.7 Evaluation of GWAS



Once a genome-wide association study has been performed, there are additional post-processing steps that are normally performed on the association signals. These steps include, but are not limited to: (a) correcting p-values for multiple hypothesis testing, (b) visualizing the results, (c) (potentially) merging results obtained in an individual genome-wide association study with a larger metaanalysis of the same phenotype, and (d) searching for a biological interpretation of the final results. Each of these steps is described in the subsections below.



2.7.1 Multiple Hypothesis Testing



The analysis of large numbers of SNPs results in the simultaneous execution of equally large numbers of tests. This gives rise to a problem known as multiple hypothesis testing (MHT) [75]. As an example, a univariate genome-wide association study with d SNPs will result in d tests, each of them tested at a significance level α. On average, d×α tests will be false positives and as d is normally in the order of 105 or 106 , it is indispensable to apply a correction to the p-values to avoid reporting large numbers of false positives. The two most prominent approaches to correct for multiple hypothesis testing are controlling the family-wise error rate (FWER) and the false discovery rate (FDR).



Controlling the Family-Wise Error Rate (FWER)



The FWER is defined as the probability of obtaining one or more false positives. The most common method for controlling the FWER at level α is the Bonferroni correction [76], which guarantees the FWER to be smaller than α, with the per-test threshold δ = α/d.
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Controlling the False Discovery Rate (FDR)



The FDR is defined as the expectation of the false discovery proportion, which in turn is the proportion of false associations among all significant associations. The most common method for controlling the FDR is the Benjamini–Hochberg procedure [77], although there exist other approaches as well, such as Benjamini– Yekutieli [78] and Storey–Tibshirani [79].



Comparison of FWER and FDR



The difference between the FWER and the FDR lies in the number of false positives one is willing to accept in the outcome. Controlling the FWER at a 5% significance level means that there is at most a 5% chance that one or more of the significant hits are false positives. In order to achieve this, only loci with strong association signals are deemed significant by the Bonferroni threshold. While this reduces the number of false positives, the number of false negatives tends to increase. When using the FDR to control for MHT, it means that on average up to 5% of the significant results might actually be false positives. While this approach is less conservative than the Bonferroni correction, the number of false positives might be higher and with more loci being considered significant, the number of false negatives tends to decrease.



2.7.2 Visualization of GWAS Results



In a Manhattan plot [42], each dot corresponds to one genetic marker (SNP). Its genetic location is indicated on the x-axis, and the –log10 of its p-value on the y-axis (see plots in second column of Fig. 3a–d). This transformation results in SNPs with low pvalues (and therefore stronger association) to have high values on the y-axis. Due to LD, SNPs in close proximity to each other show similar association to the phenotype, resulting in spikes in close proximity to SNPs with low p-values. This resembles the Manhattan skyline and gave rise to the term Manhattan plot.



Manhattan Plots



Quantile-Quantile Plots



Under the null-hypothesis of no association, p-values follow a uniform distribution. Quantile-quantile (Q-Q) plots illustrate this expected distribution of p-values compared to the observed distribution. In a Q-Q plot, each dot corresponds to one SNP, and its position corresponds to its expected p-value (x-axis) against its observed p-value (y-axis) in –log10 space (see plots in first column of Fig. 3). Under the general assumption in GWAS that only a small portion of the SNPs are associated to the phenotype [56], the majority of the expected and observed values should coincide (i.e., lie on the bisecting line of the plot). Deviations for a high number of markers, especially in the range of intermediate to high p-values, indicate the presence of confounders that artificially inflate the p-values (e.g., Fig. 3a). This inflation can be caused, for example, by population structure or cryptic relatedness among the individuals. As mentioned in Subheadings 1.3.1 and 3.4—for
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Fig. 3 Visualization of results for population structure correction with Q-Q plots (left) and Manhattan plots (right) for the A. thaliana dataset with the “FT Field” phenotype. The red line in the Manhattan plots represents the Bonferroni threshold. (a) Baseline: p -values derived with linear regression without any correction. (b) Using the ten leading PCs of the genetic similarity matrix as covariates in the linear regression. (c) p -values after correction with the genomic inflation factor λGC . (d) p -values generated with FaST-LMM
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population structure—a correction needs to be performed in order to avoid reporting false positive results. 2.7.3 Meta-Analysis



Historically, the meta-analysis was developed as a tool to combine results from similar clinical trials [80]. After the advent of GWAS, meta-analysis has proved to be a robust methodology to combine results obtained from different studies. As each individual genomewide association study has normally a modest sample size, a metaanalysis of multiple GWAS has the ability to increase the overall power and to reduce false positives [81]. It is a common practice in a meta-analysis of GWAS to pool the association signals detected in different studies without explicitly using the underlying genetic data. This is another aspect that makes meta-analysis such an appealing method, as access to genotype data is frequently regulated by strict privacy protections. Individuals that join a study may consent for their genetic data to be used in that specific study, but only allow for summary statistics to be disseminated among other research groups. These summary statistics are the association signals—there is no genotype information—that are aggregated in a meta-analysis. There exist different ways to integrate signals from different studies. The most commonly used techniques are Fisher’s method, Stouffer’s method [82], and Stouffer’s weighted method, as well as approaches based on fixed and random effect models [83]. The decision of which method is most appropriate to combine GWAS results heavily depends on the underlying assumptions of the studies at hand. The reader is referred to [81] for a comprehensive review of meta-analysis in GWAS.



2.7.4 Implications of Significant Findings



In the case of finding a truly significant SNP there are two different association outcomes: the SNP can either be causal and the association is called a direct association, or the SNP is in high LD with the causal variant, in which case one speaks of an indirect association [84]. Indirect associations occur when the causal SNP is not genotyped in the study, and the statistical test picks up the signal of the tag SNP marking the LD pattern that includes the causal variant. It is important to notice that without further experiments direct and indirect associations cannot be distinguished. Another aspect of finding a significant variant is its biological implication. In many cases, markers that are deemed significant in a GWAS do not overlap with coding regions of a gene, but lie in intergenic regions [66]. It is common practice to map the significant SNP to genes that lie in close proximity, and assess if the gene is known to be involved in phenotype-specific pathways or functions.
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3 Tools and Software The previous section presented models, methods and equations that constitute the theoretical foundations of GWAS. There is a plethora of toolboxes and software packages that have been developed for all the different facets of GWAS previously described. While some of these tools are flexible and allow the user to conduct GWAS using a variety of models, others are more specialized and tailored for a specific subset of methods. Here we start by summarizing the different tools and software in an attempt to provide a high-level view of the functional groups to which they belong. The remainder of this section presents details of a selected subset of tools, including clear protocols on how to run them. The vast majority of these tools are installed in the virtual machine (VM) that accompanies this book chapter and we encourage the reader to run the protocols we present here on the VM. The VM also contains a wiki page that facilitates the navigation through all sample scripts with their respective output and plots. Please refer to Subheading 1.4 for more details about the VM. PLINK [67] is one of the most widely used software packages for GWAS. It allows the user to perform different kinds of analysis on SNP data, including univariate GWAS using two-sample tests (Subheading 2.3.1) and linear regression models (Subheading 2.3.2), as well as set-based tests (Subheading 2.5) and epistasis screenings (Subheading 2.6.1). Another flexible framework for deciphering the architecture of complex traits is GCTA [85], which started as a project to estimate phenotypic variation from SNP data and has subsequently been extended to accommodate more functionality, including GWAS using linear mixed models (Subheading 2.3.2). In addition to GCTA there are various toolboxes and software packages that implement different approaches to association testing with linear mixed models [53], among them FaST-LMM [58], EMMAX [86], GEMMA [62], and GRAMMAR-Gamma [87] as well as an extension to the Bayesian setting (Subheading 2.3.2) called BOLT-LMM [54]. Moving from the SNP to the gene level, there exist a variety of tools implementing different gene-based tests (Subheading 2.5). Examples of these are VEGAS [29] and PASCAL [32], which follow a two-step approach (Subheading 2.5.2), or MAGMA [88] and FaST-LMM-set [68] that are based on linear models (Subheading 2.3.2). Another branch of software tools—those that implement network-based approaches (Subheading 2.6.2)—allow for the joint test of multiple variants by including prior knowledge in the form of biological networks. Some examples of such tools are SConES [35], dmGWAS [33, 36] and DAPPLE [34]. Other methods, that
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also analyze sets of SNPs but that were not covered in Subheading 2, have the particularity of defining the sets to test on the fly. Two examples of these methods are FAIS [37] and hierGWAS [38]. Different tools and software packages not only distinguish themselves by the association methods and tests they provide, but also by their computational efficiency. In conducting univariate GWAS, for example, a tool can choose to test SNPs sequentially or to perform many association tests in parallel as there is no impediment to test multiple SNPs simultaneously. There are levels of parallelization that the user can easily implement, e.g., run a univariate genome-wide association study of human data on each of the 22 chromosomes separately (most GWAS in humans are performed on autosomal chromosomes and exclude chromosomes X, Y, and SNPs from the mitochondrion). But it is the level of parallelization offered by the tool that can clearly improve its runtime and computational efficiency. Some tools allow multithreading on CPUs while others were designed to run on graphics processing units (GPUs) to achieve maximal parallelization of tasks. Good examples of the latter are the tools that provide efficient implementations of methods to search for epistasis (Subheading 2.6.1) such as EPIBLASTER [27] and GLIDE [28]. Our summary of tools and software would not be complete if we did not mention the GWAS workbenches that are available as online resources. Notable examples are EMMA [60], DGRP2 [17], Matapax [89], GWAPP [90] and easyGWAS [91]. In essence, they allow the user to perform GWAS, analyze and (in certain cases) annotate the results, all within a web server. The functionality provided by these web tools differs, but their main advantage consists in abstracting the user from the tedious work of having to conduct the analyses in their local installation. In the following subsections, we give a descriptive introduction to commonly used tools for GWAS. Additionally, we provide examples that illustrate how the different types of GWAS introduced in Subheading 2 can be performed. These examples are presented as short snippets of code. Most of these examples require the specification of input data files by giving the complete path to the file. To facilitate the understanding of our examples, we assume a hypothetical file called mydata.txt. In referring to this file we use the following convention: •



Data directory or path: /home/gwasuser/data, the directory where the file is stored. In code snippets, the path will be stored in a variable, for example, $path.



•



Full path: /home/gwasuser/data/mydata.txt, is the fully qualified name of the file in the file system, obtained simply by joining the data directory and filename.



•



Extension of the filename: .txt, which normally is used to indicate the type of file. In this example, .txt means ASCII text.



112



Anja C. Gumpinger et al.



Table 1 Execution times, on the VM, of all the scripts presented in Subheading 3 Script name



Execution time (hh:mm:ss)



example_3.1_binary2plain.sh



0:00:01



example_3.1_plain2binary.sh



0:00:02



example_3.2_preprocessing.sh



0:00:01



example_3.3.1_linear.sh



0:00:21



example_3.3.1_model.sh



0:00:01



example_3.3.1_assoc.sh



0:00:12



example_3.3.1_logistic.sh



0:00:20



example_3.3.2_lmm.sh



0:01:55



example_3.4.1.1_compute_pcs_plink.sh



0:00:02



example_3.4.1.2_compute_pcs_eigensoft.sh



0:00:25



example_3.4.1_correction_with_pcs.sh



0:05:20



example_3.4_generate_plots.sh



0:03:27



example_3.5.1.1_set_flag.sh



0:09:00



example_3.5.1.1_make_set_flag.sh



0:10:37



example_3.5.1.2_vegas.sh



No runtime



example_3.6.1.2_epistasis.sh



29:40:01



example_3.7.1_dmgwas.sh



0:10:25



The times are in hours:minutes:seconds and represent the actual elapsed time by the script (obtained with the Linux command time, field real)



•



Prefix of the filename: mydata, obtained by removing the extension from the filename.



Some of the examples in this section will have combinations of the items above, such as $path/mydata.txt (to specify the full path) or $path/mydata (as it is the case in many tools that exclude the extension and only require the path and prefix of the file). In addition to these code snippets, we provide sample scripts that can be executed on the VM. Table 1 shows the running times on the VM of all the scripts presented in Subheadings 3.1 through 3.7. 3.1 Data Formats in GWAS



The file format that has become a de facto standard for GWAS is the file format used by PLINK [67]. This is commonly referred to as PLINK format. Genotype data, in PLINK format, can be stored as two different types of files: plain text and binary. Text files, normally, are delimited by a white space or tab and have the extensions .ped and .map (Fig. 4a, b). Each line in a .ped
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file corresponds to one individual. The first six columns of the file contain the family ID, individual ID, paternal ID, maternal ID, gender, and phenotype, in that order. The remaining columns contain the genotype information. To complement the .ped file, the .map file contains one line for each SNP, indicating the SNP location and its identifier (if given). The ordering of the SNPs in the .ped file (as columns) matches the ordering of the SNPs in the .map file (as rows). Storing genotype data as plain text implies that the .ped file is both large in size (in the order of dozens of GB) and cumbersome to process. This is the reason why the second type of PLINK file, the binary file, is the one that is most commonly used. The PLINK binary file has the extension .bed and contains, essentially, the same genotype information as the .ped file, albeit in binary format. Full datasets for GWAS, in PLINK binary format, consist of three files with identical prefix but with different extensions: .bed, .bim, and .fam (Fig. 4c, d). The .bim and .fam files are delimited by a white space. A .bim file contains information about the SNPs in the study (similarly to a .map file). The .fam file has the same information stored in the first six columns as a .ped file. Example of Data Conversion on the VM (using PLINK) To run an example of data conversion in which a PLINK file in binary format is converted to text format, navigate to the directory containing the sample code by typing at the prompt “cd $EXAMPLES/3.1_data_formats”. Execute the script by typing “./example_3.1_binary2plain.sh”. Alternatively, if the conversion is from plain text to binary, you can execute another of the sample scripts by typing “./example_3.1_plain2binary.sh”. These scripts will perform data conversion on a sample dataset of the plant Arabidopsis thaliana (abbreviated as A. thaliana) included in the VM.



3.2 Data Preprocessing with PLINK



Most of the data preprocessing in GWAS can be easily performed with PLINK. Depending on the filtering criteria to use (see Subheading 2.2.2) different flags must be specified. As an example, the command: plink --bfile $path/mydata --make-bed --out $path/mydata_filtered --maf 0.01 --hwe 1e-6 processes the binary genotype data stored in mydata.bed (with its accompanying files mydata.bim and mydata.fam), and generates a filtered output file mydata_filtered.bed (again, with the accompanying files mydata_filtered.bim and mydata_filtered.fam). These new files contain genotype data that passed two filtering criteria: (a)
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Fig. 4 The different types of PLINK files for the A. thaliana dataset. (a) .ped file: Each line corresponds to one sample. The first six columns are the family ID, individual ID, paternal ID, maternal ID, sex, and phenotype, respectively. The remaining columns are the SNP data, with two columns per SNP, representing to the two alleles (data for one SNP is highlighted in grey). (b) The .map file, in which each line represents one SNP. The columns correspond to the chromosome, the SNP identifier, the genetic distance in morgans (optional), and the base-pair position, respectively. The SNP highlighted in grey corresponds to the one highlighted in (a). (c) The .fam file corresponds to the first six columns of the .ped file. (d) Example of the .bim file. It has the same format as the .map file plus two additional columns indicating the two alleles of the SNP. (e) Example of the phenotype file with the “FT Field” phenotype. The columns correspond to the family ID, the individual ID and the phenotype value Table 2 Flags to invoke different data filtering in PLINK and their commonly used values Flag



Description



Standard value



--maf {x}



minor allele frequency (MAF); SNPs with lower MAF than {x} are excluded from the analysis



0.01 or 0.05



--hwe {x}



p-value threshold of HWE below which SNPs are excluded



1e–6



--mind {x}



Samples with more than {x} * 100% missing genotypes are excluded



0.1



--geno {x}



SNPs with more than {x} * 100% missing values are excluded



0.1



SNPs with minor allele frequencies larger than 1% and (b) SNPs in Hardy–Weinberg equilibrium at a 1e−6 significance threshold. See Table 2 for additional filtering flags.
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Example of Data Preprocessing on the VM (using PLINK) To run an example of data preprocessing on the A. thaliana dataset, navigate to the directory containing the code by typing at the prompt “cd $EXAMPLES/3.2_data_preprocessing”. Execute the script by typing “./example_3.2_preprocessing.sh”.



Table 3 Flags to invoke commonly used association tests in PLINK and the phenotypes for which the tests are appropriate Flag



Description



Phenotype



--assoc



1-degree-of-freedom χ 2 test



case/control



--model



1df dominant, 1df recessive, 2df genotypic, Cochran-Armitage trend



case/control



--logistic



Logistic regression



case/control



--linear



Linear regression



quantitative



3.3 Univariate Association Studies



As described in Subheading 2.3, a univariate association study tests each SNP separately for association with the phenotype. Below we present in more detail two tools to conduct univariate association studies: (a) PLINK, which implements a variety of methods, and (b) FaST-LMM, designed to support different linear mixed model approaches.



3.3.1 Univariate GWAS Using PLINK



A standard case/control association study can be run with PLINK by using the following command:



Basic Analysis



plink --bfile $path/mydata_filtered --out $path/mydata_filtered --assoc The --assoc flag calls a 1-degree-of-freedom χ 2 test on the SNPs in the binary dataset mydata_filtered.bed (with its .bim and .fam files) and writes the output to mydata_filtered.assoc. Other than the χ 2 test, PLINK can be used to find associations with models such as linear or logistic regression. Table 3 lists commonly used flags for univariate testing implemented in PLINK.



Additional Options



PLINK offers a variety of additional flags. Explaining all of them is beyond the scope of this chapter, so we focus on the ones that are of specific use in standard GWAS. A useful flag that can be added is --adjust. It will generate an additional output file with the suffix .adjusted in its filename. This file contains the raw p-values as well as the p-values after correction for multiple hypothesis testing.
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Upon availability, including covariates such as age, gender or sex into a genome-wide association study reduces the amount of false positives. When a linear model is chosen, i.e., a linear or logistic regression, covariates specified in a covariate file can be included using the --covar flag, followed by the full path filename of the covariate file (see Fig. 4e). The --covar-number and --covar-name flags allow the user to select a subset of all the covariates in the file. These flags must be followed by the indices of the columns or the names of the chosen covariates. In case the name of a covariate is used, it must match the name of a column in the header of the file. In addition to the p-values computed from the theoretical nulldistributions of the test, empirical p-values can be obtained via permutation testing. PLINK offers two options for this, namely the perm method which performs adaptive Monte Carlo permutation testing, or the mperm={number of permutations} method, that computes a max(T) permutation. Both methods can be called with PLINK by adding them directly after the model in the command line, for example: plink --bfile $path/mydata_filtered --out $path/mydata_filtered --assoc perm plink --bfile $path/mydata_filtered --out $path/mydata_filtered --assoc mperm=1000 Both calls result in output files with the additional extensions perm and mperm, respectively. By default, PLINK uses the phenotype that is specified in the .fam file. Nevertheless, a different phenotype can be specified by using the --pheno flag followed by the full path to a text file containing the phenotypes of interest, see Fig. 4e for the file format. In case --pheno is given, the phenotype specified in the .fam file will be ignored. 3.3.2 Univariate GWAS Using FaST-LMM



FaST-LMM (short for Factored Spectrally Transformed Linear Mixed Models) [58] is a method and software package for association studies using LMMs. FaST-LMM computes a genetic similarity matrix and includes it in the linear model via a random effect, thereby correcting for structure among the samples that potentially could cause false positives. By default, and in order to avoid proximal contamination, FaST-LMM uses a leave-outone-chromosome approach. This means that the genetic similarity matrix is computed from SNPs on all chromosomes, except for



Methods and Tools in GWAS



117



those on the chromosome containing the SNP to be tested for association. Here we explain how to work with the Python implementation of FaST-LMM. Basic Analysis



To run a basic association analysis with FaST-LMM, a .bed file containing the SNPs to be tested is needed, as well as a separate text file with the phenotypes. FaST-LMM is then invoked from Python with the single_snp function from the fastlmm package (https://pypi.python.org/pypi/fastlmm): single_snp(test_snps=$path/mydata, pheno=$path/mypheno.txt, output_file_name=$path/myoutput.txt) This will perform the association study for the genotype data in mydata.bed and the phenotype specified in mypheno.txt. The output will be written to myoutput.txt. FaST-LMM can be applied to both, quantitative and qualitative phenotypes without having to specify this in the function call.



Additional Options



As mentioned above, FaST-LMM always includes at least one genetic similarity matrix via a random effect in the model. By setting the argument K0 as a .bed file, these data will be used to compute the first genetic similarity matrix. If K0 is not specified, the data in test_snps will be used for its computation. In addition to the first genetic similarity matrix, a second one can be included by adding the parameter K1 followed by a .bed file containing the genotypes for its computation. Similar to K0, K1 will also be added as a random effect to the model. Furthermore, FaST-LMM allows for the inclusion of covariates as fixed effects, using the covar argument. The format of the covariate file is the standard PLINK covariate file format (see Fig. 4e). In contrast to PLINK it is not possible to specify which covariates to use, but all covariates in the file will be included.



3.3.3 Other Tools



Besides PLINK and FaST-LMM there exist many different tools for performing univariate GWAS that implement different approaches and methodologies. Among the most widely used ones are the following: (a) GCTA (Genome-wide Complex Trait Analysis) [85] is a flexible toolbox for the analysis of complex traits that comprises a high number of functionalities, such as estimation of genetic relationships, estimation of phenotypic variance, data transformation, and GWAS with linear mixed models. (b) BOLT-LMM [54] is a method for GWAS using Bayesian mixed models with a mixture-of-Gaussians prior.
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(c) EMMAX (Efficient Mixed-Model Association eXpedited) [86] constitutes a toolbox for GWAS with linear mixed models.



Examples of Univariate GWAS To run the different approaches of univariate GWAS on the A. thaliana dataset, navigate to the directory containing the code by typing at the prompt “cd $EXAMPLES/3.3_univariate_gwas”. There are four scripts to perform a univariate analysis with PLINK, each with a different model, and one script to perform an analysis with FaST-LMM. To run any of them, type “./example_3.3.1_{plink_model}.sh” or “./example_3.3.2_lmm.sh”.



3.4 Population Structure Correction



The three methods to correct for population structure introduced in Subheading 2.4 are based on (a) the principal components (PCs) of the genetic similarity matrix, (b) the genomic inflation factor, and (c) the application of LMMs.



3.4.1 Correction Using Principal Components of the Genetic Similarity Matrix



The main task in this approach to correct for population structure is the computation of the leading principal components of the genetic similarity matrix. Once the PCs have been computed, they can be included in any statistical model for GWAS that allows for covariates, see Subheading 3.3 for details. Here we present how the PCs can be computed using PLINK and EIGENSTRAT [12]. The main difference between the two methods is that EIGENSTRAT allows for automatic outlier removal in addition to providing an efficient approximation for very large datasets. In the examples shown below, the PCs obtained from both tools are comparable.



Computation of the Principal Components Using PLINK



The following PLINK command generates the leading num_pcs principal components of the genetic similarity matrix, computed from the genotype data in mydata.bed: plink --bfile $path/mydata --out $path/mypcs --pca num_pcs header It generates the two output files mypcs.eigenvec and mypcs.eigenval, containing the leading eigenvectors (corresponding to the PCs) and the associated eigenvalues, respectively. The header modifier adds a header line to the eigenvector file, making it directly usable for tools such as PLINK or FaST-LMM.



Computation of the Principal Components Using EIGENSTRAT



Another tool for the computation of the principal components of the similarity matrix described in Eq. 5 is EIGENSTRAT, implemented in EIGENSOFT [92]. It contains the function smartpca.perl, which can be called from the command line as follows:
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smartpca.perl -i $path/mydata -a $path/mydata -b $path/mydata -k {num_pcs} -o $path/myoutput -p $path/myplot -l $path/mylog -e $path/myeigenvalues The -i, -a, and -b flags expect the full path filenames of the .bed, .bim and .fam files, respectively. With the -k flag, the default number of ten PCs can be changed. With the -o flag, the output prefix is specified; -p is followed by the filename of an output plot displaying the data along the first two PCs. The -l flag specifies the filename of the log-file, and the -e flag corresponds to the filename to which the eigenvalues should be written. In order to use the PCs as covariates with PLINK or FaST-LMM, they have to be brought into the PLINK phenotype file format (Fig. 4e). We provide a function for this in our allgwas module on the VM located under /home/gwasuser/tools/allgwas. 3.4.2 Correction Using the Genomic Inflation Factor



Computing p-values that are corrected for population structure by using the genomic inflation can be done with PLINK by adding the --adjust flag to the GWAS command, for example: plink --bfile $path/mydata --out $path/myoutput --assoc --adjust In addition to the standard output file myoutput.assoc, this generates a second output file myoutput.assoc.adjusted that contains the raw p-values and different types of adjusted p-values. Among these, the p-values adjusted for population structure with the genomic inflation factor are indicated in the header line by “GC”.



3.4.3 Correction Using LMMs



Due to the success of LMMs in GWAS, many toolboxes that implement this method have been developed. One of them is FaST-LMM which, as discussed in Subheading 3.3.1, automatically computes the genetic similarity matrix using a leave-out-onechromosome technique and includes it as the covariance matrix of a random effect into the model.



3.4.4 Comparison of the Different Approaches for population Structure Correction



To illustrate the different correction methods for population structure, we apply them to the A. thaliana dataset, together with the quantitative phenotype “FT Field” which measures the number of days to flowering of plants grown in the field [11]. Figure 3a displays the baseline, i.e., the p-values obtained from a linear regression without any form of correction for population structure. It is obvious from the Q-Q plot and Manhattan plot that the pvalues are inflated. In the Q-Q plot this inflation manifests itself by the deviation of the p-values from the bisecting line, whereas
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in the Manhattan plot one can recognize the inflation by the large number of significant SNPs. This contradicts the prior assumption that only few loci are associated to the phenotype. We compute the PCs of the genetic similarity matrix and subsequently use them as covariates in the linear regression model. The genomic inflation factor λGC shows the least deviation from one when using the leading ten PCs as covariates (see Fig. 2). Including them as covariates in the linear regression model results in the p-values shown in Fig. 3b. Although the inflation measured by λGC drops closer to one, the p-values remain inflated and still a large number of the SNPs are significant after Bonferroni correction. When correcting for population structure using λGC , the inflation decreases substantially, leading to no genome-wide significant results (see Fig. 3c). The problem with this approach is that, although the inflation vanishes, actually there is no correction. The ranking of the SNPs with respect to their p-value remains unchanged. This means that the SNPs with the lowest p-values prior to the correction will remain the ones with lowest p-values after correction, despite the fact that they might actually be associated to population structure. Figure 3d shows the p-values obtained from the LMM approach implemented in FaST-LMM. In comparison to the baseline and the PC approach, this results in the least inflation.



Examples of population structure correction To compute the principal components of the genetic similarity matrix using PLINK or EIGENSOFT for the A. thaliana dataset, navigate to the directory containing the code by typing at the prompt “cd $EXAMPLES/3.4_population_structure_correction” and perform the computation by typing “./example_3.4.1.1_compute_pcs_plink.sh” or “./example_3.4.1.2_compute_pcs_eigensoft.sh” at the command prompt. When executing “./example_3.4.1.2_compute_pcs_eigensoft.sh”, the inflation factor for different numbers of leading PCs is computed, and Fig. 2 is generated. The script example_3.4.4_generate_plots.sh generates the individual plots in Fig. 3. To run it, type “./example_3.4.4_generate_plots.sh”.



3.5 Gene-Based Tests



In Subheading 2.5 two different approaches for gene-based testing were introduced, namely the two-step approaches that combine univariate SNP test-statistics into test-statistics for genes, and the one-step approaches that consider all SNPs mapped to a gene jointly to derive a p-value for that gene.
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Fig. 5 Examples of file types for gene-based and network-based GWAS for the A. thaliana dataset. (a) PLINK’s set file. Each gene is indicated by the gene-name, followed by the SNPs in the gene. The end of the geneset is marked by END. (b) Gene annotation file: each line describes a gene, the columns correspond to the chromosome, the starting and ending position of the gene, as well as the name of the gene. (c) Gene file required for FaST-LMM-set: each line corresponds to an SNP and the gene, the SNP is mapped to. (d) dmGWAS network interaction file: each row corresponds to an interaction between the two genes in the first and second column. (e) dmGWAS gene p -value file: each row corresponds to one gene, the first column is the gene name, the second column is the p -value of the gene 3.5.1 Two-Step Approaches for Gene-Based Testing Gene-Based Testing Using PLINK



PLINK computes a gene p-value using the average test statistic approach. By default, it will use the five most significant univariate test statistics for this average, after omitting SNPs in high LD (default >0.5). Since the distribution under the null hypothesis is not known, the method relies on permutation testing. The number of permutations can be adjusted using the --mperm flag, with a default value of 1000. The basic command to run a gene-based test with PLINK is the following: plink --bfile $path/mydata --out $path/gene_results --set-test --assoc --mperm 1000 In addition to these flags, the information of the SNP-to-gene assignment has to be included. There are two different ways to do this: (a) The first option is to generate a set file that assigns the SNPs to the genes (see Fig. 5a), and to pass its full path filename to PLINK with the --set flag, i.e. plink --bfile $path/mydata --out $path/gene_results --set-test --assoc --mperm 1000 --set $path/myset.set
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(b) The second option is to use gene-range lists, and include them with the --make-set flag (see Fig. 5b). This allows the specification of borders around the genes, and SNPs lying within these borders will also be assigned to the gene. The flag --make-set-borders lets the user define the size of the borders in kilobases (kb): plink --bfile $path/mydata --out $path/gene_results --set-test --assoc --mperm 1000 --make-set $path/hg_built.txt --make-set-borders 20 For both options (a) and (b), the user can change the maximum number of SNPs used for the average by including the flag --set-max. The flag --set-p determines the maximum univariate p-value an SNP can have to be considered in the average. The --set-p flag overrules the --set-max flag in the sense that SNPs with p-values above the set-p threshold will never be included, even if this implies including fewer than set-max SNPs in the average. Gene-Based Testing Using VEGAS



VEGAS (Versatile Gene-based Association Study) [29] is a command line tool to compute gene-based p-values using the sum of test statistics approach. As explained in Subheading 2.5.2, SNPs in close proximity commonly show high LD, violating the assumption of independence of the test-statistics in the sum. In order to obtain the null distribution while taking the correlation between SNPs into account and thus obtain valid p-values, permutation testing is indispensable, but it comes at the cost of a high computational effort. VEGAS circumvents this computational burden by replacing the permutations with draws from a p-value distribution that accounts for the observed LD pattern (Monte Carlo simulations). VEGAS is applicable to human data only, since it expects SNPidentifiers to follow the rs# naming convention. The tool can be used either online or as a downloadable command line tool. Here, we explain briefly how the downloadable version of VEGAS is used. The following command invokes a basic run: vegas $path/mydata.txt -pop {population} -out $path/myoutput where mydata.txt is a two-column file delimited by a white space, containing the univariate p-values for the SNPs, and {population} corresponds to the name of a reference population from which LD should be estimated. The output will be saved to myoutput.out. As an alternative to the -pop flag, the user can invoke VEGAS with the -custom flag, pointing to a .bed file. When this flag is set, LD is estimated from the genotypes in the .bed file.
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In FaST-LMM-set, sets of genetic variants are tested for their association with a phenotype by implementing the one-step method introduced in Subheading 2.5.2. Defining each gene (plus a border region) as a set, FaST-LMM-set fits an LMM with the genotypematrix as the covariance matrix of a random effect. In contrast to the univariate implementation (Subheading 3.4.2), a random effect to model the relatedness among the individuals is optional and will not be added by default to the model. Upon availability, covariates can be included as a fixed effect. Once a model for a gene is fitted, a likelihood ratio or score test is applied to test the gene effect. The Python implementation of FaST-LMM-set requires a file containing the mapping of SNPs to genes (see Fig. 5c). FaSTLMM-set can be invoked using the Python function snp_set from the fastlmm package with the following command in Python: snp_set(test_snps=$path/mydata, set_list=$path/set_file.txt, pheno=$path/mypheno.txt, output_file_name=$path/myoutput.txt) where the genotype data is stored in mydata.bed, the phenotype information in the file mypheno.txt, and the SNP-set information in set_file.txt. This will generate an output file myoutput.txt, which contains the statistics and p-values of the genes. The user has the option to include covariates with the covar argument. Furthermore, an additional random effect can be included to model the relatedness among the samples. To do so, the G0 argument has to be set to point to a .bed file that contains the SNPs from which genetic similarity should be estimated. Both arguments covar and G0 help reduce the bias of confounders on the association results. The statistical test used can be changed using the test argument, with two settings available: the score test, invoked with test=’sc_davies’, or the likelihood ratio test (default), invoked with test=’lrt’.



Examples for Gene-based Testing To perform gene-based testing on the A. thaliana dataset, navigate to the directory containing the code by typing “cd $EXAMPLES/3.5_gene_based_testing” at the prompt. The two different PLINK approaches can be executed by typing “./example_3.5.1.1_make_set_flag.sh” or “./example_3.5.1.1_set_flag.sh”. Typing “./example_3.5.2.1_fastlmm_set.sh” runs the FaST-LMM-set method.
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In addition, we provide a script to run VEGAS on a PLINK toy-dataset. The script does not execute because it requires supplementary files that do not fit in the VM. Nevertheless, the script is available as an example of how to invoke VEGAS after running a univariate genome-wide association study with PLINK. It can be found at “$EXAMPLES/example_3.5.1.2_vegas.sh”. 3.6 Epistasis Search



The search for epistatic interactions is computationally more challenging than the search for single associations. In this search, every locus will be tested against every other locus, which squares the number of models to fit compared to univariate GWAS. In order to alleviate this burden, it is common practice to first run a univariate analysis and only use high ranking SNPs for an epistasis screening. However, this approach might not detect interactions between variants with moderate to low effect sizes. Another way to deal with the computational complexity of the problem is to rely on parallel programming, e.g., on graphics processing units (GPUs). Here, we describe how a search for epistatic interactions can be performed with PLINK and briefly mention two other approaches based on GPU-computing.



3.6.1 Two-Locus Epistasis Search Using PLINK



PLINK provides two functions to run an epistasis screening, namely the fast-epistasis method and the epistasis method. The fast-epistasis constitutes a fast scan for epistatic interactions only with a qualitative phenotype, e.g., in a case/control study. By default, every two loci are first collapsed from a 3×3 contingency table into a 2×2 table separately for cases and controls. Then, for the two classes, the odds ratios are computed based on the tables, and their difference is tested for significance. While this is a fast method, it does not take the individual effect of each locus into account, and should therefore rather be used for a first screening before carrying out a proper epistasis study. The second option, epistasis, is based on the linear model described in Eq. 6. As opposed to fast-epistasis, it works with qualitative and quantitative phenotypes. It requires fitting a model for each combination of SNPs and is thus much more time consuming than the fast-epistasis method. See Table 1 for a comparison of the execution times between the two methods.



Epistasis Screening Using Fast-Epistasis



A fast-epistasis run can be invoked with the following command: plink --bfile $path/mydata --out $path/myoutput --fast-epistasis where the genotype data is contained in mydata.bed (with its corresponding .bim and .fam files). This will produce two output files, myoutput.epi.cc and myoutput.epi.cc.summary. The former is a text file where each line corresponds to one SNP-pair with an
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epistasis p-value smaller than 0.0001 (this threshold can be modified using the --epi1 flag; for small datasets with a small number of pairs it can be set to 1). In the file myoutput.epi.cc.summary each line corresponds to one SNP. It contains information on how often the SNP occurred in an epistatic interaction with p-value lower than 0.01 (column with header “N_SIG”, this threshold can be adapted with --epi2) and the interaction partner with which the lowest epistasis p-value was reached. Epistasis Screening Using Epistasis



Analogously to fast-epistasis, one can run a full epistasis screen based on linear/logistic regression with the following command: plink --bfile $path/mydata --out $path/myoutput --epistasis This generates two output files: myoutput.epi.qt and myoutput.epi.qt.summary for a quantitative trait, or myoutput.epi.cc and myoutput.epi.cc.summary for a case/control phenotype. These output files report the same statistics as in the fast-epistasis case, and the flags --epi1 and --epi2 behave in the same way.



3.6.2 Other Tools



Apart from PLINK, other commonly used tools for the detection of epistatic interactions are: (a) EPIBLASTER [27]: GPU-based tool to detect epistatic interactions in case/control datasets. The detection of two-locus interactions is based on a two-stage approach, where in the first stage SNP-SNP pairs are selected based on the difference in correlation to the phenotype in cases versus controls. In the second stage, selected pairs are tested using logistic regression with a likelihood ratio test. (b) GLIDE [28]: GPU-based epistasis tool based on linear regression and a 4-degree-of-freedom t-test. It is applicable to quantitative and qualitative phenotypes and has high performance due to an efficient GPU implementation.



Examples for Epistasis Searches To perform an epistasis search on the A. thaliana dataset, navigate to the directory containing the code by typing at the prompt “cd $EXAMPLES/3.6_epistasis”. The two different PLINK-approaches can be run by typing “./example_3.6.1.1_fast_epistasis.sh” or “example_3.6.1.2_epistasis.sh”. Please note that performing epistasis search is time-consuming.
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3.7 Network-Based GWAS 3.7.1 Dense Module Searching for Genome-Wide Association Studies (dmGWAS)



dmGWAS [33, 36] is a method implemented in an R package to find modules within a biological interaction network that are enriched with low p-value genes. The search for these modules follows a greedy strategy [93], i.e., the algorithm iteratively adds the gene with the lowest p-value to the current module. This corresponds to making the locally optimal decision at each step, which might not necessarily lead to a globally optimal decision. While it allows for an efficient exploration of large networks, it comes with the downside of not analyzing all possible modules. As input, dmGWAS requires two files: the first one, edge_file.txt, is a two-column, tab-delimited text file containing the network. Each line corresponds to one edge, represented by its two adjacent nodes (see Fig. 5d). The other file, pvalue_file.txt, is also a two-column, tab-delimited text file, containing the pvalues assigned to each node (first column is the node and the second column the p-value) (see Fig. 5e). P-values can be obtained, for example, by implementing one of the methods described in Subheading 3.5. The following commands in R convert the text files to R-readable tables that can be used with dmGWAS: network install.packages(“Rsubread”) > library(Rsubread) > install.packages(“PoissonSeq”) > library(PoissonSeq) 7. Obtain gene counts for each of your samples using RSubread (see Notes 30 and 31): > mycounts mycounttable writecsv(mycounttable,”myfile.csv”) 8. Before performing PoissonSeq to test for differentially expressed genes, create a vector that indicates how the biological replicates are grouped (see Note 32): > bioreps pseq write.csv(pseq,”myresults.csv”) 10. Obtain results for only the differentially expressed genes (q < 0.05) (see Note 34):
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> siggenes 100,000 cells were collected, we recommend using the RNeasy Mini Kit using 30 μL water and eluting twice. 23. If RNA is of low quality, a rescue protocol can be performed. Add 1 μL of glycoblue, 12 μL of 7.5 M ammonium acetate, and 110 μL of cold 100% ethanol to RNA. Store overnight at −20 ◦ C. The next day, spin samples at 14,000 × g for
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45 min at 4 ◦ C. Pipette off supernatant and add 800 μL cold 100% ethanol. Spin samples at 14,000 × g for 10 min at 4 ◦ C. Pipette off supernatant and repeat the previous spin, but this time for 2 min. Pipette off any remaining supernatant and dry pellet for 5–10 min, or until no longer glossy. Add 10 μL of nuclease-free water and resuspend pellet. Reanalyze RNA using the bioanalyzer to see if the quality is now suitable for sequencing. 24. We recommend using 100 pg–10 ng starting amount of total RNA when using these kits. 25. Code starting with $ is run from the command line, while code starting with > is run from an R environment. 26. We recommend that all files for RNA sequencing analysis are stored in the same directory. To create a new directory, use the Linux command $ mkdir $HOME/mydir where mydir is the name of the new directory. To add this new directory to the path, use the command $ export PATH = $HOME/mydir:$PATH. When downloading and installing eautils, SAM tools, Bowtie, and TopHat, copy their files into this directory. 27. -q is the quality threshold for base removal (in this example, 30). -l is the minimum remaining sequence length (in this example, 50). -w is the window size for trimming (in this example, 5). These values are the default recommended values for Bowtie [3]. We recommend manually adjusting these parameters to obtain the best mapping. 28. Filtering must be applied before mapping to remove sequencing adapters and low quality reads. 29. genes.gtf is the genome annotation file for the samples. Many annotation files can be found on the TopHat website (http://ccb.jhu.edu/software/tophat/igenomes. shtml). library-type can be adjusted depending on sequencing conditions. The default is fr-unstranded. mysample1_thout is the name of the results folder. 30. Gene counts are used for statistical analysis, however, gene expression values are generally reported using Reads/Fragments Per Kilobase of transcript per Million mapped reads (RPKM/FPKM). Multiple packages in R can convert counts to RPKM/FPKM, such as edgeR (https://bioconductor.org/ packages/release/bioc/html/edgeR.html). 31. We recommend saving the count table to a file, as determining the gene counts can take hours for many samples. 32. This vector (bioreps) is an indicator variable that specifies which sample each biological replicate belongs to. In this example, the first three columns of the count table are the three
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replicates of sample 1, so they each get “1” as their indicator variable. The next three columns belong to sample 2, so their indicator variable is “2.” Finally, the final three columns are from sample 3, so their indicator variable is “3.” 33. Use type=”twoclass” when comparing two samples and type=”multiclass” when comparing more than two samples. When comparing two samples, if the data are paired, then pair=TRUE. 34. When comparing more than two samples, q < 0.05 means that the gene is differentially expressed between at least two of the samples.
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Chapter 7 Computational and Experimental Approaches to Predict Host–Parasite Protein–Protein Interactions Yesid Cuesta-Astroz and Guilherme Oliveira Abstract In host–parasite systems, protein–protein interactions are key to allow the pathogen to enter the host and persist within the host. The study of host–parasite molecular communication improves the understanding the mechanisms of infection, evasion of the host immune system and tropism across different tissues. Current trends in parasitology focus on unraveling host–parasite protein–protein interactions to aid the development of new strategies to combat pathogenic parasites with better treatments and prevention mechanisms. Due to the complexity of capturing experimentally these interactions, computational approaches integrating data from different sources (mainly “omics” data) become key to complement or support experimental approaches. Here, we focus on the application of experimental and computational methods in the prediction of host–parasite interactions and highlight the potential of each of these methods in specific contexts. Key words Host–parasite interactions, Proteomics, Computational biology, Secretome, Parasitology, Protein–protein interactions, Systems biology



1 Introduction The word parasite originates from Greek parasitos meaning “a person who eats at the table of another” [1]. Parasitism is defined as the dependency of a parasite on another organism, the host, feeding at its expense during part or its entire life [2]. This relationship involves mainly a degree of metabolic dependence of the parasite upon its host and can damage the host. Parasites affect a wide range of hosts, including plants, invertebrates, and vertebrates [2] and present in some cases complex life cycles that can require intermediate hosts such as gastropods or insects during the asexual stage [3, 4]. Some parasites spend at least a portion of their life cycle within the intracellular environment of a host cell, establishing complex molecular interactions within the host cells [5]. These molecular interactions are used by the parasite for instance to migrate through various tissues, evade the host immune Louise von Stechow and Alberto Santos Delgado (eds.), Computational Cell Biology: Methods and Protocols, Methods in Molecular Biology, vol. 1819, https://doi.org/10.1007/978-1-4939-8618-7_7, © Springer Science+Business Media, LLC, part of Springer Nature 2018
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system and undergo intracellular replication, all of them essential for the completion of the parasite’s life cycle [5]. Some examples of intracellular parasites include some genus such as Leishmania, Trypanosoma, Plasmodium, and Toxoplasma, among others. On the other hand extracellular parasites replicate and live in the extracellular spaces, and are generally too large to be phagocytosed. An example of the extracellular parasitic lifestyle are helminths, which are almost all extracellular parasites, with the exception of Trichinella spiralis larvae, which live in large striated muscle cells [2]. Parasites have great socioeconomic impact and are responsible for infections in humans, animals and plants. According to the World Health Organization (WHO) more than two billion people are infected by parasites, especially in developing countries [6]. As defined by the DALYs concept (disease burden as defined by Disability-Adjusted Life-Years), schistosomiasis together with diseases caused by hookworms and leishmaniasis, are among the tropical neglected diseases with the highest epidemiological weight quantified in DALYs [7, 8]. Another example of this burden is Plasmodium falciparum, which is responsible for most of the malaria deaths, with an estimated 214 million cases and 438,000 deaths worldwide in 2015 [6]. An estimated seven million people are infected with Trypanosoma cruzi worldwide, mostly in 21 continental Latin American countries. Chagas disease causes more than 7,000 deaths per year [6]. In addition to the devastating effects mentioned above, parasites cause enormous economic loss in agriculture and livestock [9–11]. Therefore, it is essential to develop new approaches to control parasitic disease and to find new chemotherapeutic targets [12]. Genomes from different parasite species relevant in multiple fields such as medicine, veterinary and agriculture are being currently sequenced. Genome, transcriptome, proteome, and metabolome data have provided valuable information for the understanding of host–parasite interactions, immune system evasion mechanisms, molecular evolution and the metabolism of the species sequenced [13–19]. The analysis of these “omics” data has opened new frontiers in the study and control of parasites and has contributed to the development of in silico approaches that use all these data to decipher parasite’s biology [20]. The pathologies caused by parasites are the end result of a complex interaction of host and parasite factors (e.g., host genetic constitution and parasite strains), coinfections, and the environment [21, 22]. Parasites affect their hosts partly by interacting with proteins of the host cells, which defines a molecular interplay between the parasite’s survival mechanisms and the host defense system [8]. The prediction of molecular host–parasite interactions is essential to understand parasitic infection mechanisms and pathogenesis, which describe the cellular processes that cause the
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Table 1 Summary of human–parasite PPIs detection methods reviewed in this chapter Approach



Technique



Parasites



Reference



Experimental



Y2HG



T. gondii



[40]



Phage displayG



C. parvum



[48]



CoimmunoprecipitationB



F. hepatica



[52]



Affinity purificationB



T. cruzi



[60]



Cross-linkingB



P. falciparum



[63]



Protein arraysB



S. mansoni



[65]



Homology



P. falciparum



[74]



Domains and motifs



P. falciparum



[85]



Structure-based



L. major, T. brucei, T. cruzi, C. hominis, C. parvum, P. falciparum, P. vivax, T. gondii



[88]



Machine learning



P. falciparum



[97]



Coexpression



P. falciparum



[101]



Computational



G genetic, B biochemical method



diseased state. Deciphering the host–parasite interactomes can help to elucidate the mechanisms that allow parasite species to adapt to their hosts and to different microenvironments, and to shed light on different pathogenic states [23, 24]. Advances in computational and experimental methods have opened new and exciting possibilities for the study of such molecular interactions. Both approaches are complementary to each other. Computational methods can efficiently serve as a theoretical base for experiments aiming to identify relevant interactions across different parasites and their host. This chapter addresses both approaches, describing some of the most frequently used methods and their applications focusing on several human parasites (Table 1).



2 The Host–Parasite Interface: Secreted and Transmembrane Proteins Secreted proteins play essential roles in a myriad of cellular processes in species from bacteria to mammals [25]. Such proteins represent between 8% and 20% of the organism’s total proteome [26]. The interactions between parasites and their hosts are mediated in large part by secreted proteins, collectively known as the “secretome.” Secreted proteins belong to several functional classes: cytokines, hormones, digestive enzymes, antibodies, pro-
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teases, toxins, antimicrobial peptides, and proteins associated with oxidative stress [25]. Some of these proteins are involved in vital biological processes, such as cell adhesion, cell migration, cell– cell communication, differentiation, proliferation, morphogenesis, and regulation of the immune response [27]. Secreted parasite proteins are of particular interest for the understanding of host– parasite interactions [28], and have been shown to play crucial roles such as regulating the host’s immune response and pathological states [27]. Parasite secretomes contain proteases such as aspartate, cysteine, serine proteases and metalloproteases, which are involved in blood coagulation processes, fibrinolysis, protein metabolism, immune reaction, and tissue remodeling [21, 28]. Modulation of the host immune system during infection depends on the life span of the parasite in the host, and this process depends on proteins and other molecules secreted by the parasite that interact with the host [21]. The secretion of proteins through the endoplasmic reticulum is associated with a signal peptide in the N-terminal region and represents the classic secretion pathway [25]. Some proteins are secreted by the nonclassical pathway via extracellular vesicles and do not contain a signal peptide. Examples of proteins secreted by the nonclassical pathway include glycolytic enzymes, chaperones, and translation factors, which suggests that these proteins, whose function is normally restricted to intracellular activities, could be multifunctional (moonlighting proteins) [29]. Microscopy studies have provided experimental evidence of extracellular vesicles in Helminthes, specifically in the trematodes Fasciola hepatica, Echinostoma caproni [30], Schistosoma japonicum [31], and Schistosoma mansoni [32]. These vesicles are actively released by the parasite and are captured by the host cells playing an important role in host–parasite interaction [31]. Transmembrane proteins constitute another key subproteome, which is relevant for the host–parasite interface. Localization of these proteins is determined by hydrophobic transmembrane (TM) helices that anchor proteins to the cell membrane. Transmembrane proteins are classified as type I (N-terminus extracellular), type II (C-terminus extracellular), multipass, lipid-anchored or GPIanchored TM proteins [33]. Such proteins are known to be involved in different processes such as nutrition, excretion, signal transduction, osmoregulation, and immune evasion and modulation, and also play a key role in host–parasite interactions, as described for the human parasite S. mansoni [34]. The tegument of S. mansoni is important for the interaction with its environment and mainly with the host, for example during the transition from free-living cercariae to the intramammalian schistosomula stages [34]. Using a combination of tegumental labeling (tegument of S. mansoni suffered biotinylation to label host-exposed tegumental proteins) and high-throughput quantitative proteomics
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techniques, Sotillo et al. [34] identified several proteins that are highly expressed on the tegument of S. mansoni schistosomula at different stages of development. For example, tetraspanins (TSPs) are a family of transmembrane proteins that have been shown to be essential for tegument formation, and have been shown to be potential drug and vaccine targets in animal models of schistosomiasis [35]. These proteins were detected in biotinylated and unbound tegument tissues. Such proteomic approaches are useful for the design of novel therapeutics against schistosomiasis.



3 Experimental Methods to Explore Host–Parasite Protein–Protein Interactions Several in vivo and in vitro experimental approaches have made significant contributions to screening a large number of protein interaction partners, especially high-throughput experimental methods [36]. However, our understanding of interactions between proteins of parasites and those of human hosts is limited, as no systematic experimental studies have been performed to date. Some experimental data and large interaction datasets exist for examining intraspecies PPIs [37], but few data are available on interspecies PPIs and even less on interactions between proteins of parasites and their hosts. The experimental techniques employed in the investigation of PPIs are divided into genetic methods and biochemical methods. We will briefly describe some of the most relevant methods used in the study of host–parasite interactions. 3.1 Y2H (Yeast Two-Hybrid)



Genetic methods were first employed for studying PPIs with the development of the first genetic screen in yeast [38]. Y2H (yeast two-hybrid) is a genetic method and it is built upon the transcriptional activation of a reporter gene as a result of the interaction of protein X (fused to a DNA-binding domain and also called bait protein) with protein Y (also called prey protein and fused to a transcription activation domain) [39]. Basically, in this technique a given protein is assayed against a mixture of full-length proteins, protein domains and/or protein fragments expressed from a cDNA library, followed by isolation of the protein’s interacting partners [40]. The main advantage of this method is the speed and simplicity, making it broadly applicable for the exploration of PPIs by largescale interaction mapping. Y2H screens have led to a considerable increase in the number of protein interactions reported in the scientific literature. This technique diversified to support the analysis of PPIs in the cell membrane in the membrane Y2H (MYTH) assay [41, 42]. A study in the system host–Toxoplasma gondii showed the applications of Y2H in the identification of PPIs. T. gondii is an obligate intracellular protozoan parasite and has the ability to
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co-opt host cell machinery to maintain its intracellular survival. T. gondii can modulate signaling pathways of its host through the secretion of effector proteins localized in the rhoptry and dense granule organelles. These effectors are also essential for parasite invasion and colonization [40]. TgGRA15 is a T. gondii effector protein localized in the dense granule organelles. This protein is involved in the modulation of host signaling pathways. To further understand functions of TgGRA15, Liu and collaborators identified the host cellular proteins that interact with this protein by screening of a yeast two-hybrid mouse cDNA library, using TgGRA15 as the bait. The results indicated that two proteins Luzp1 (leucine zipper protein 1) and AW209491 interacted with TgGRA15. Luzp1 is a nucleus-targeted protein and is involved in regulating a subset of host noncoding RNA genes and AW209491 is of unknown function [40]. Understanding the specific mechanisms, which underlie the interactions of parasite effector proteins with host proteins may lead to the identification of novel therapeutic strategies for prevention and treatment. 3.2 Phage Display



The phage display technique is another genetic method to study protein–protein interactions. This method has been extensively employed in the identification of novel in vitro and in vivo ligands in different areas, mainly in cancer studies, vaccine development, and epitope mapping [43]. One of the most common approaches for phage display utilizes the M13 filamentous phage [43]. The DNA encoding the protein of interest is inserted into a phage coat protein gene, causing the phage to “display” the protein on its outside while containing the gene for the protein inside [44]. These displaying phages can be screened against other proteins or peptides to detect interactions with the displayed protein. Phage display has been implemented for the investigation of host– pathogen interactions and has been used for several parasites with encouraging results [43, 45, 46]. Phage display was implemented to unravel host–parasite PPIs in Cryptosporidium species, which are enteric coccidian parasites causing cryptosporidiosis in mammalian hosts. This disease affects the distal small intestine resulting in, among other symptoms, diarrhea. In immunocompromised individuals, the symptoms are particularly severe and can be fatal. The parasite spreads via the fecal–oral route, often through contaminated water [47]. The species C. parvum infects humans, especially immunocompromised individuals and the disease can become chronic and cause gastroenteritis with high mortality [43]. Infection occurs when ingested oocysts release sporozoites in the intestines of the host. The sporozoites then attach to epithelial cells of the gastrointestinal tract. The interactions between host and C. parvum have been investigated by panning a cDNA library of the sporozoite and oocyst stages expressed on the surface of T7 phage against intesti-
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nal epithelial cells (IECs). This study identified the CP2, a known surface protein of sporozoites involved in the invasion process, when the C. parvum T7 phage display library was screened by using Caco-2 (human epithelial colorectal adenocarcinoma) cells [48]. 3.3 Coimmunoprecipitation and Affinity Purification



One of the most commonly applied biochemical methods to detect PPIs is coimmunoprecipitation (Co-IP). The principle is considered a “fishing expedition” to identify protein complexes in cell lysates by using an antibody directed against one of the interacting proteins and subsequent isolation of the immune complex using immobilized protein A or protein G [39]. Coimmunoprecipitation can be combined with mass spectrometry (MS) for the identification of the interacting proteins. Affinity purification (AP) is similar to co-IP. The approach combines tagging the bait protein with an affinity tag (His, glutathione S-transferase GST, maltose-binding protein MBP, calmodulin-binding peptide, small epitope tag such as myc) and purifying the complex by affinity or immunoaffinity and identifying interacting proteins by MS (AP-MS) [39, 49]. An innovative form of AP is tandem affinity purification (TAP) [50], in this method the tag has an immunoglobulin G binding fragment and a CBP (calmodulin-binding peptide). Co-immunoprecipitation method has been applied to the study of the interaction of parasitic secreted proteins and host cells. Recently, Liu and collaborators investigated the key molecules in FhESPs (Fasciola hepatica excretory and secretory products), which were involved in suppressing and evading the host’s immune responses. These secreted proteins have shown that the helminth parasite FhESPs play critical roles in modulating the host immune response [51]. To demonstrate this role, they explored the interactions between FhESPs and goat peripheral blood mononuclear cells (PBMCs) and cytokines including IL2, IL17, and IFN-γ by coimmunoprecipitation (Co-IP). This study identified proteins in FhESPs that could bind to IL2, IL17, IFN-γ, and PBMCs. These proteins can be potential targets as immune-regulators, and will be helpful to elucidate the molecular basis of host–parasite interactions and might serve as potential vaccines and drug target candidates [52]. Trypanosoma cruzi is an intracellular protozoan parasite that causes Chagas disease, which represents an important health issue in Latin America [53]. Cruzipain (Cz) the major cysteine proteinase (CP) of T. cruzi, contains a catalytic domain and a carboxyterminal extension (C-T) that is responsible for the immunodominant antigenic character of the protein in natural and experimental infections [54, 55]. In previous studies it was shown that in presence of sialic acid and sulfated oligosaccharides in Cz, these sulfated structures played an important role in the immune response of the host [56–58]. In 2015, Ferrero and collaborators presented
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the first report of sulfates as parasite ligands enhancing Siglec-E recognition and also Siglec-E binding to different virulent strains and isolates from patients. Siglecs are a family of sialic acid-binding lectins, mainly expressed on cells of the host immune system, such as macrophages, monocytes, B cells, neutrophils, eosinophils, and basophils, among others [59]. Ferrero and collaborators performed ELISA (enzyme-linked immunosorbent assay) assays to determine the binding capacity of Siglec-E to T. cruzi strains and to evaluate the ability of different T. cruzi biomolecules to interact with SiglecE [60]. Affinity purification of Cz by a Siglec-E column confirmed the interaction between both molecules [60]. T. cruzi sulfation has a determining role in the immunomodulation of the host response upon infection, and denotes the huge importance of Cz sulfation in the evolution of Chagas disease [60]. 3.4 Cross-Linking



Cross-linking is another biochemical method to identify protein– protein interactions. This technique uses cross-linking chemical reagents with two or more reactive groups that are connected by a spacer or linker region to identify a protein interaction network [61]. This method can be combined with other techniques such as affinity tag and MS [61]. For cross-linking of proteins, mainly amine-, sulfhydryl-, and photo-reactive groups are used. Protein interactions are often too weak or transient to be easily detected. Cross-linking can stabilize the interactions. This method is unique in its ability to capture a “snap-shot” of an interaction [39]. Cross-linking was implemented in the study of malaria. Malaria is caused by apicomplexan parasites of the genus Plasmodium, which are intracellular parasites that develop inside a vacuole that separates them from the host cell cytosol [62]. The parasite– host cell interface (vacuole) is a key compartment but little is known about its molecular composition and architecture. In a 2006 study, Spielmann and collaborators analyzed the parasite– host cell interface of the most virulent human malaria parasite Plasmodium falciparum. The investigators employed in vivo crosslinking to analyze the molecular architecture of the malaria PVM (parasitophorous vacuole membrane). The membrane of this vacuole is the only mode of contact between the host cell and the parasite. In this study it was shown that the interface between P. falciparum parasites and their host cell contains ETRAMPs and EXP-1 proteins organized into oligomeric arrays and interact with either themselves or other proteins of a similar molecular weight [63].



3.5 Protein Arrays



Protein arrays are used as a high-throughput method to track the interactions and activities of proteins, and to determine their function [64]. The protein array, or protein chip, has a large number of spots of either proteins or their ligands arranged in a predefined pattern onto coated glass slides, microplates, or
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membranes [64]. The array may consist of antibodies that bind the proteins of interest or enzymes that will react with substrates or ligands [64]. In the study of host–parasite interactions, this technique is useful because the arrays can be probed with small volumes of host serum or plasma. Therefore the high-throughput nature of the protein array approach to antigen discovery is the key to determining the repertoire of antigens that can elicit defined immune responses in different parasitic diseases [65]. Recent advances in high order multiplexing, like protein microarrays, provide a high-throughput technology that can capture the “immunome,” which is the repertoire of antibodies against the antigens or epitopes that interface with the host immune system [66]. This strategy was implemented in schistosomiasis which is among the most important of the neglected tropical diseases (NTDs), and may cause as many as 28 million Disability Adjusted Life Years (DALYs) lost and 280,000 deaths annually [67]. Five species of the genus Schistosomiasis (Trematoda) are involved in human infection, including Schistosoma mansoni and Schistosoma japonicum the main etiologic agents of human schistosomiasis [20]. In a 2016 study, Assis and collaborators described the production of a S. mansoni protein microarray, with over 900 S. mansoni antigens [65]. Many proteome arrays have been used to screen antigens of virus, bacteria and protozoan pathogens [68, 69], only few protein arrays have been established for multicellular pathogens. In this study, the investigators used sera from individuals either acutely or chronically infected with S. mansoni from endemic areas in Brazil, and sera from individuals resident outside the endemic area (the USA) to test if the array was functional and informative [65]. Of the 92 proteins printed on the pilot array, over 50 proteins were recognized by sera from individuals with either chronic or acute schistosomiasis. IgG profiles were most contrasting between nonendemic controls and S. mansoni chronically infected individuals [65]. Protein arrays provide an ideal platform to reveal new candidate antigens for schistosomiasis.



4 Computational Methods to Predict Host–Parasite Protein–Protein Interactions The number of available datasets providing host–parasite PPIs is limited and challenged by the intrinsic difficulties of simultaneously analyzing the host and pathogen systems in high-throughput experiments [24]. Computational methods can be beneficial to close the gap left by experimental description of PPIs, to support the interactions that have been detected by experimental approaches or to predict new interactions. Fortunately, there are many computational resources that can be combined to predict interactions and support experiments (Table 2).
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Table 2 Human and parasite databases/tools used to support or context experimental and computational predictions of host–parasite PPIs Organism (human/parasite) Database/tool



Summary



Source link



HP



iPfam



A database of protein family and domain interactions calculated from known structures.



http://ipfam.org/



HP



3did



A database of three-dimensional interacting domains



http://3did. irbbarcelona. org/



HP



ELM



This resource focuses on annotation and detection of eukaryotic linear motifs



http://elm.eu. org/



HP



Pfam



Protein families database



http://pfam.xfam. org/



HP



Reactome



Pathways database



http://reactome. org/



HP



KEGG



Pathways database



http:// www.genome.jp/ kegg/



HP



Gene Ontology



Gene annotations.



http:// geneontology. org/



HP



SignalP



Prediction of signal peptides http:// from amino acid sequences. www.cbs.dtu.dk/ Proteins with signal services/ peptides are targeted to the SignalP/ secretory pathway



H



COMPARTMENTS Subcellular localization database



https:// compartments. jensenlab.org/



H



TISSUES



Tissue expression database



https://tissues. jensenlab.org/



H



TissueNet v.2



A database of protein–protein http:// interactions across human netbio.bgu.ac.il/ tissues tissuenet/



P



GeneDB



Sequence data and annotation/curation for some parasites species



http://genedb. org/



P



EupathDB



Integrative database of eukaryotic pathogens include: sequencing, expression, proteomics, metabolic and phenotype data



http://eupathdb. org/



HP human/parasite, H human, P parasites
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Table 3 Intraspecies PPIs databases



Database name IntAct 4.2.7 STRING APID DIP



Total number of interactions 506,367



Source link http://www.ebi.ac.uk/intact/



Number of organisms 8



1,380,838,440



https://string-db.org/



2031



678,441



http://apid.dep.usal.es



25



81,766



http://dip.doe-mbi.ucla.edu/dip/



834



HitPredict



547,879



http://hintdb.hgc.jp/htp/



115



MINT



125,464



http://mint.bio.uniroma2.it/



611



BioGrid 3.4



1,495,320



https://thebiogrid.org/



61



Computational methods for PPI prediction are based on sequence or structural features, chromosome proximity, gene fusion, phylogenetic profile, and gene expression-based approaches [70]. Prediction methods are well investigated for the specific case of intraspecies PPIs (Table 3). Yet it remains challenging to adapt these approaches for interspecies cases such as host– parasite interactions [70]. The advances in technologies linked to an increase in computational power have led to a surge in the volume of genomic, transcriptomic and proteomic data of different parasite species. These data provide a source of information that can be exploited by computational methods to predict host– parasite interactions. Additionally, host–parasite interactions are often mediated by proteins domains and motifs, which can be also identified in the host–parasite system and used in the prediction. Parasites use interactions with the host proteins with a specific purpose, thus, these interactions are not random but target specific proteins of the host [70]. This information can as well be exploited by computational approaches to predict these interactions. In this section we will show the most commonly used computational methods applied to the prediction of host–parasite interaction. 4.1 HomologyBased Approaches



The most commonly used computational approach to predict PPIs is to map known interactions onto homologous pairs of sequences [24]. The hypothesis is that the interaction between a pair of proteins in one species is expected to be conserved homolog proteins in another species, which is called interologs [71]. This approach is implemented for intraspecies and interspecies PPI predictions. In the interspecies scenario this method starts from a known PPI (template PPI) in a species identifying the interacting proteins X and Y. Subsequently, homolog proteins in the host and pathogen



164



Yesid Cuesta-Astroz and Guilherme Oliveira



(X , Y ) are predicted to interact as well [72]. Despite being widely used, the homology approach is not sufficient for evaluating the biological evidence of host–parasite interactions. Different filtering techniques such as expression profiles (subcellular localization, tissue), functional annotations, etc. should be considered to assess the feasibility of the interactions and to consequently decrease the identification of falsely predicted interactions [24, 73]. Based on the HomoloGene database, P. falciparum has the least similar genome in comparison to other 17 eukaryotic species (H. sapiens, M. musculus, R. norvegicus, P. troglodytes, C. familiaris, G. gallus, A. thaliana, O. sativa, A. gambiae, D. melanogaster, N. crassa, M. grisea, C. elegans, S. cerevisiae, K. lactis, E. gossypii, and S. pombe) [74]. This suggests that many cellular processes vital to other eukaryotes may be missing or replaced in P. falciparum. In a 2008 study, Lee et al. used experimental PPIs and interologs to infer H. sapiens–P. falciparum interactions. Experimental PPIs were collected from the POINT database, which has available public PPI data for a range of organisms. Most of these interactions were obtained from high-throughput techniques such as yeast twohybrid screening [74]. Based on this PPIs source, 3,090 interspecies interactions between P. falciparum and H. sapiens were obtained. The interactions were grouped by biological process in which the interacting proteins function. Metabolic processes and cellular processes of P. falciparum were the most abundant in the host–parasite interaction network, likely due to the nutrient requirements of the host erythrocyte intracellular parasite. Although more than 3,000 interactions were inferred, not all of these interactions are likely to take place under physiological conditions due to spatiotemporal constraints. Filtering by specific biological processes important in the parasite’s life cycle reduced the interactions to 918. The filtering helped revealing that P. falciparum might use calciummodulating proteins in the host cell to maintain Ca2+ levels. 4.2 Domain and Motif Interaction-Based Approaches



The protein binding domain and linear motif interaction-based approach is another sequence-based approach to predict host– parasite interactions. A protein domain is a distinct, compact, and stable protein structural unit that folds independently of other such units and contributes to determine the structure and function of proteins [75]. Often, domains and motifs mediate interactions of parasite proteins with host proteins. A resource for domain–domain interactions based on domains definition given by Pfam models is the Domain Interaction Map (DIMA) database [76]. This database integrates several methods for predicting domain–domain interactions. For instance, the Domain Pair Exclusion Method (DPEA) [77] studies the frequency of known interactions of co-occurring domain pairs. The DIP database [78] is based on machine learning techniques to determine domain interaction pairs that are predictive for protein
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interactions. Other methods are based on correlated mutations and search for domain pairs that contain co-evolving residues [79]. iPfam [80] and 3DiD [81] analyze PDB structures and retrieve domain pairs that are in close contact in these structures. A wide range of protein domains recognize their substrates by short linear motifs, playing an important role in eukaryotic specific signaltransduction and regulation processes, making them an interesting target for pathogens [70]. A web resource for these short linear motifs is the ELM database [82]. P. falciparum, is known for its ability to remodel host cells, particularly erythrocytes, to persist in the host environment [83, 84]. The invasion of red blood cells (RBCs) by malarial parasites is an essential step in the life cycle of P. falciparum. However, this mechanism remains poorly understood because numerous human–parasite interactions have not yet been identified and highthroughput screening experiments are not feasible for malarial parasites due to difficulty in expressing the parasite proteins [85]. Liu et al., performed a computational prediction of the PPIs involved in malaria parasite invasion to elucidate the mechanism by which invasion occurs based on membrane protein interactions between human and P. falciparum [85]. In this work Liu et al., an algorithm was used to estimate the probabilities of domain–domain interactions (DDIs) between H. sapiens and P. falciparum [85]. These probabilities were then used to infer PPI probabilities. Gene expression data was integrated to improve prediction accuracy and to reduce false positives. A network consisting of 205 PPIs, was obtained. The results of the network analysis suggested that SNARE (soluble n-ethylmaleimidesensitive factor attachment protein receptor) proteins of parasites and APP (amyloid precursor protein) of humans are involved in the invasion of RBCs by parasites [85]. The functions of APP and SNARE in parasite invasion were not previously known. 4.3 Structure-Based Approaches



Structure-based approaches use three-dimensional structure similarity to predict protein–protein interactions. If two proteins A and B interact, then proteins A and B with similar structures to those of proteins A and B are predicted to interact as well [44]. However, the drawback of this method is that most protein structures are not known. In this case it can be helpful to predict the structure of the protein based on its sequence. This process is called homology modeling and requires an experimentally obtained three-dimensional structure of a related homolog protein (the “template”). Sequences falling below a 20% sequence identity can have very different structures [86] hence a good template must have more than 30% in terms of sequence identity, to increase the accuracy of the model [87]. Davis et al., used sequence and structural similarities to predict interactions between human proteins and proteins of ten different
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pathogens (eight parasites: L. major, T. brucei, T. cruzi, C. hominis, C. parvum, P. falciparum, P. vivax, T. gondii and two bacteria: M. leprae, M. tuberculosis) [88]. The investigators first scanned the host and pathogen genomes for proteins with similarities to known protein complexes. They then assessed putative interactions, using available structure, filtered the interactions using biological context, such as stage-specific expression of pathogen proteins and tissue expression of host proteins [88]. The protein structure of the host and parasite proteins were modeled using MODPIPE [89] and pairs of human–pathogen proteins with similarity to known interactions from PIBASE [90] were then identified. Using the described method, the authors identified interactions that had been previously observed experimentally such as interactions between proteases and protease inhibitors. The highest scoring interaction was between P. falciparum falcipain-2 protease and the human cystatin-A inhibitor. This study provides a means to mine wholegenome data and is complementary to experimental efforts in elucidating host–pathogen protein interactions [88]. 4.4 Machine Learning Approaches



Applying machine learning techniques in bioinformatics has been widely used, this includes efforts to predict PPIs [91, 92]. These methods involve the use of available PPI data as features for training and classifying interacting and noninteracting protein pairs [73]. Both supervised [93, 94] and semisupervised [95] methods are used for the identification of host–pathogen PPIs. A considerable amount of interacting and noninteracting protein pairs are usually needed for training machine learning algorithms to produce good classifiers [72]. Thus, the availability of training data might constitute a limiting factor for the application of machine learning approaches to host–parasite interactions. Random forest is one of the methods used in the prediction of PPIs. This method builds a collection of weighted decision trees and ensembles the outputs from these individual trees to obtain the final decision [96]. Wuchty and colleagues applied a random forest classifier to assess the quality of the interactions obtained by homology-based approaches. Subsequently, the predicted interactions were filtered accounting for parasite specific characteristics to support the interactions in a biological context. A random forest classifier was implemented to consider interacting candidate pairs based on their sequence composition [97]. In this study the investigators identified different chaperones (mainly HSP70) interacting with human proteins that play important roles in cell signaling such as members of the TNF pathway. This parasite chaperones might remodel protein structures in the host cell, helping the parasite to take control of the cell.



4.5 Co-expression Approach



The information about transcriptional regulation can be utilized to predict and validate PPIs by calculating the correlation coefficient
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of transcriptome data. Different types of transcriptome data, such as for example RNA sequencing, DNA microarrays, expressed sequence tag (EST), can be used [98]. In addition, clustering algorithms or analyses of topological structures of co-expression networks can help to reveal functional relationships and predict PPIs [99]. In a study that used both yeast expression data and proteome data as input, the authors found that proteins encoded by genes belonging to a common expression profiling cluster were more likely to interact with each other than proteins from the genes belonging to different clusters [100]. The use of gene expression data from parasite and host is useful in order to find pairs of host–parasite genes with correlating expression profiles. This approach was called interspecies interactions using gene expression measurements (ISIGEM) in a study that found detectable signatures of molecular interactions between host and parasite based on transcriptome data [101]. The ISIGEM approach appears to be accurate in identifying pairs of genes from functional modules that interact between species [101]. Predictions made by this approach found that the identified genes were enriched for functional terms related to host–parasite interaction. For example, several host genes involved in various aspects of malaria infection. The approach can be applied to study interactions between any species, for example, between host and parasite, but it requires simultaneous expression datasets to improve its reliability.



5 Conclusions and Perspectives In this chapter we describe different computational and experimental methods to predict host–parasite protein–protein interactions. These methods may complement each other, and the complexity of identifying these PPIs may require the combination of diverse approaches (computational and experimental) and integrating different layers of data. Computational methods definitely improve the coverage and simplify the identification of host–parasite interactions in combination with existing experimental data for the host–parasite system. Furthermore, computational predictions can serve as a starting point to have a theoretical model to begin experimental efforts, which can save time and resources. Progress in host–parasite studies will be achieved, mainly due to availability of experimental data, improved computational methods and the increase in curated PPIs databases. Those databases contribute significantly to host–parasite studies by collecting and integrating valuable and heterogeneous data, thus providing powerful tools to researchers. Another progress in this field is that genome and proteome data from different parasites species are becoming available. This will facilitate the development of accurate
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computational PPI predictions that integrate functional information including GO annotation, gene expression and pathway data.
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Chapter 8 An Integrative Approach to Virus–Host Protein–Protein Interactions Helen V. Cook and Lars Juhl Jensen Abstract Since cell regulation and protein expression can be dramatically altered upon infection by viruses, studying the mechanisms by which viruses infect cells and the regulatory networks they disrupt is essential to understanding viral pathogenicity. This line of study can also lead to discoveries about the workings of host cells themselves. Computational methods are rapidly being developed to investigate viral-host interactions, and here we highlight recent methods and the insights that they have revealed so far, with a particular focus on methods that integrate different types of data. We also review the challenges of working with viruses compared with traditional cellular biology, and the limitations of current experimental and informatics methods. Key words Viruses, Virus–host interactions, Databases, Bioinformatics, Machine learning, Orthology, Host prediction, Viral evolution, Coevolution, PPI networks, Network rewiring



1 Introduction Viral bioinformatics and computational viral biology are still young fields in contrast with their counterparts in cellular biology [1]. As of 2013 and still today, there are only few bioinformatics tools available that enable simple analysis of virus–host interactions [2]. This provides an opportunity for those who develop such tools, especially since viruses have several characteristics that make their study attractive to computational biologists and bioinformaticians. Viruses have small genomes, are abundant, are major human pathogens, and are actively used for a variety of medical and biotechnological applications, from treating cancer [3] to gene therapy [4, 5]. Further, viruses have evolved an extremely varied set of approaches to commandeer cellular functions [6]. They act as metabolic engineers of the cells they infect and thereby present many opportunities to study perturbations of host interaction networks [7].
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Integrative analyses of virus–host protein–protein interactions combine data from a variety of sources, including genomics, expression levels of the transcriptome and proteome, and the topology of protein–protein interaction networks. These analyses then use this information to provide a more complete understanding of the changes that viral infections cause in their host cells. Such approaches can be used to predict host and tissue tropism, to interpret the results of the cellular network rewiring due to viral disruption, and to predict antiviral drug targets. 1.1 Viruses Have Immense Diversity and Impact



Viruses are the most abundant organisms in the ocean and are present everywhere life is found [8]. The estimated number of virus particles on earth is 1031 [9], a number that is 1000 times larger than the estimated number of bacteria. This massive number of viruses consists of representatives from an extremely high diversity of species. There are an estimated 320,000 viral species that infect mammals [10], the vast majority of which we have not observed or characterized. Indeed, a recent study of the human virome revealed that nearly 95% of viral DNA reads did not match any known viral protein [11]. Viruses play key roles in the environment, including facilitating cycling carbon in the ocean away from the surface toward deeper waters [8]. Polydnaviruses are essential for the survival of their wasp host’s eggs, and some plant viruses confer cold and drought tolerance [12] to their hosts. In humans, endogenous retroviral sequences are expressed in the placenta and likely drove the evolution of placental mammals, and bacteriophages that live on the skin control bacterial populations to help prevent bacterial infections [13]. Given the vast viral landscape that is as yet undiscovered, it is likely that there are many more ecological relationships to be discovered between viruses and their hosts. However important in the formation of ecosystems, viruses are best known as major human and agricultural pathogens. 40% of the world’s population is at risk for infection by Dengue fever virus (DENV), with a worldwide annual incidence rate of between 50 and 100 million people [14]. Other viral diseases such as Influenza A virus (IAV), Hepatitis C virus (HCV), and cervical cancer caused by Human papillomavirus (HPV) each cause more than a quarter of a million deaths worldwide per year [15]. Viral infection also carries a huge economic burden. Influenza costs US$16.3 billion in lost wages and US$10.4 billion in medical expenses annually in the United States [16]. The 2014 Ebola virus outbreak in West Africa killed 11,000 people, and also caused a loss of US$ 2.2 billion, 16% of the combined 2013 GDP of the affected countries. Vaccines, where available, drastically reduce the morbidity and mortality of viruses. Vaccines for smallpox and rinderpest are responsible for the successful eradication of these viruses [17]. In all, vaccines prevent 3 million deaths per year, and the return on
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every dollar spent on vaccinations for measles alone and measles, mumps, and rubella (MMR) is 20 times saved in health care costs [18]. Vaccines against influenza also have been shown to reduce severity of disease in older adults [19]. With the development of antiviral drugs, Human immunodeficiency virus (HIV) infection has become a manageable chronic condition, providing an improvement in the lives of millions of people [20]. However, the effectiveness of antiviral drugs can decrease over time due to the development of resistance, especially for rapidly mutating RNA viruses [21]. Having a detailed understanding of host–virus protein–protein interactions will help to identify targets for new antiviral drugs [22, 23]. The human and economic impacts of viruses are likely to increase as the ranges of tropical viruses are expanding under climate change. As temperatures rise and rainfall becomes more variable, new habitats are available to vectors such as mosquitoes that carry viral disease. This introduces the virus to a new population of hosts who do not have immunity to it, allowing the virus to spread readily through the population. The rate of incidence of zoonosis, in which an animal virus “jumps species” to a human host and causes disease, is also increasing as land that was previously wildlife habitat is developed for human use [24]. These vectorborne and zoonotic viruses are those for which there are no vaccines and few antiviral drugs, providing few treatment options for infected patients. The introduction of new viruses to the western hemisphere has been repeated 4 times over the last 30 years, starting with Dengue virus in 1990, West Nile virus (WNV) in 1999, Chikungunya virus (CHIKV) in 2013, and most recently Zika virus (ZIKV) in 2014 [25]. It is likely that this trend will continue. 1.2 Classification of Viruses



Viruses are classified under the Baltimore system [26] by the type of genetic material that encodes their sequence, namely RNA or DNA. Each nucleic acid can be either single or double-stranded, and single-stranded RNA may be present in the positive or negative sense. Further, retro-transcribing viruses encode reverse transcriptase, which is able to transcribe RNA into DNA. In the case of Human immunodeficiency virus, the reverse-transcribed DNA is integrated into the genome as part of the viral life cycle. Not all retroviruses require integration into the genome, for example Hepatitis B virus (HBV), which does not need to do so to replicate. This gives seven categories of viruses, illustrated in Fig. 1. Viruses are further classified as enveloped or non-enveloped, according to whether the protein capsid that encloses their genetic material is surrounded by a lipid bilayer or not. Non-enveloped viruses exit the host cell by lysis, but enveloped viruses exit through an intact membrane. As these new virions bud from the host cell, part of the host cell membrane coats the viral capsid forming
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Malacoherpesviridae Herpesviridae Alloherpesviridae Myoviridae Siphoviridae Podoviridae Rudiviridae Lipothrixviridae Marseilleviridae Mimiviridae Iridoviridae Phycodnaviridae Ascoviridae Poxviridae Asfarviridae Guttaviridae Adenoviridae Plasmaviridae Polyomaviridae Nimaviridae Turriviridae Polydnaviridae Corticoviridae Ampvullaviridae Globuloviridae Tectiviridae Baculoviridae Nudiviridae Bicaudaviridae Papillomaviridae Fuselloviridae



Invertebrates Human Vertebrates Bacteria Bacteria Bacteria Archaea Archaea Protozoa Protozoa Bacteria Plants Invertebrates Human Vertebrates Archaea Human Bacteria Vertebrates Invertebrates Archaea Invertebrates Bacteria Bacteria Bacteria Bacteria Invertebrates Invertebrates Bacteria Human Bacteria



Parvoviridae Circoviridae Geminiviridae Spiraviridae Anelloviridae Inoviridae Nanoviridae Microviridae
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Totiviridae Amalgaviridae Hypoviridae Chrysoviridae Picobirnaviridae Quadriviridae Birnaviridae Partitiviridae Reoviridae Endornaviridae Cystoviridae



Protozoa Plants Fungi Fungi Vertebrates Fungi Vertebrates Plants Human Plants Bacteria
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Fig. 1 Viral taxonomic tree showing Baltimore classification, whether the virus is enveloped (white circles), the levels for which orthologs are available in EggNOG (blue circles), a representative host for the virus family, whether the virus is known to cause cancer in humans (oncogenic column), and other human diseases associated with the virus
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the viral envelope. The envelope is often embedded with viral glycoproteins. The host cell receptors that the glycoproteins dock to are known and well studied for some viruses such as Influenza A virus (IAV), but the receptor for Vaccinia virus (VACV) was not known until 2012 [27]. The IAV glycoproteins, hemagglutinin and neuraminidase that give their initials to influenza strain names, are responsible for interaction with the host cell, a main factor in determining host and tissue tropism. 1.3 Virus Biology



Viruses are obligate intercellular parasites that have inert and replicative phases to their life cycle. The virus particle, or virion, itself is inert, but after entering a cell the virus will begin the living phase of its life cycle and replicate. Cells must contain both the correct receptors to permit transport of the virus into the cell (such a cell is said to be susceptible) and contain all necessary machinery and be in the correct phase of the cell cycle to permit replication of the virus (such a cell is called permissive). Viruses infect all domains of life, and most viruses have a specific host range. Some phages target such a specific host range that they are used for bacterial strain typing [28]. However, the arthropod-borne arboviruses are able to replicate in both invertebrates and mammals. The range of hosts and tissues in which a virus can replicate are referred to as the host tropism or tissue tropism of the virus. The sizes of viral particles and genomes both span a large range of sizes. Among the smallest viruses, the Hepatitis B virus encodes 4 genes within 3000 nucleotides. Paroviruses are about 18nm in diameter and their genomes are 4–6 kb long. On the other end of the scale, the proposed genus Megavirales [29] contains the largest viruses. Megavirus chilensis encodes 1120 predicted proteins in 1.3M base pairs, Pandoravirus’ genome contains 2.5 Mbp, and the capsid of Pithovirus sibericum measures 1.5 μm by 0.5 μm, the size of a small bacterium. Many viruses encode their proteins as a polyprotein, which is then auto-cleaved or cleaved by cellular or viral encoded proteases. In the case of Hepatitis C virus (HCV), all three mechanisms are used to cleave all proteins from the polyprotein [30]. The largest viruses are dsDNA viruses, whereas in general the viruses with the smallest genomes are RNA viruses. The larger amount of genetic material present in dsDNA viruses enables them to become more finely attuned to their hosts [31]. Many DNA viruses can enter a lysogenic phase, in which they are latent and can integrate into the genome, whereas RNA viruses, with the exception of retroviruses, do not exhibit this behavior. DNA viruses mutate at a lower rate than RNA viruses since they are transcribed with cellular polymerase, thereby incorporating error correction and proofreading into their replication strategies [32]. RNA viruses have mutation rates approximately equal to their genome lengths, so that each viral progeny contains a mutation from the
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original. The replication rate of RNA viruses is approximately the error rate of sequencing DNA, so new techniques such as rolling circle transcription [33] have been established to properly sequence these viruses. 1.4 Quasispecies



RNA viruses adopt a distinctly different strategy to evade detection by the host immune system than DNA viruses. With their larger genomes, DNA viruses can encode genes that enable the virus to perform immune evasion, for example, MHC receptor homologs encoded by Human cytomegalovirus (HCMV) that prevent NKmediated cytotoxicity [34]. RNA viruses, on the other hand, rely on having a much higher degree of genetic diversity to avoid detection. The mutation rate of RNA viruses is high enough, and their genomes are short enough that nearly every viral progeny resulting from a single parent sequence will contain a mutation. This population of viruses is referred to as a quasispecies. Evolution does not select the fittest individual viral sequence within the quasispecies, but rather selects for sequences that produce the most fit progeny on average, accounting for random mutations [35]. This process has been dubbed “survival of the flattest” [36]. The high mutation rate of RNA viruses enables them to adapt quickly to new hosts; however, if the mutation rate is too high, then no offspring will be viable [37]. This idea of mutagenic catastrophe is being investigated as a novel antiviral therapy [38]. In 2014, two studies synthesized the full mutation space of Influenza virus hemagglutinin, and sequenced the mutants that were able to replicate [39, 40]. They found that mutations in the regions that interact with host proteins were not tolerated, whereas mutations in regions that are recognized by the immune system were well tolerated. These high-throughput studies can help guide the development of universal influenza vaccines that can target immutable regions of hemagglutinin.



2 Virus–Host Protein–Protein Interactions 2.1 Studies of Viruses Elucidate Host Cellular Function



Viruses affect a variety of fundamental processes in their host cells including the cell cycle, signal transduction, and apoptosis. They antagonize or stimulate host proteins which block or overexpress essential pathways, causing a disruption of phenotype. Early discoveries about the workings of the cell cycle were enabled by the comparison of HPV, a dsDNA onocogenic virus to Adenovirus, a dsDNA non-oncogenic virus [41]. Since then, viral processes have been shown to be involved in many more cellular mechanisms as reviewed in [42]. For example, the study of Rous sarcoma virus revealed the kinase activity of one of the viral proteins, and identified the first known member of this broad protein class
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[43]. Later work on VACV has elucidated the role of tyrosine kinase signaling in formation of the viral actin-tail since the virus induces actin-tail assembly from outside the cell through the plasma membrane via the kinase [44]. More recently, the study of influenza infection revealed that T-cells are guided to the site of infection by neutrophil trails [45]. This is a promising area of research that is likely to yield further discoveries. 2.2 Challenges for Protein-Centered Analysis



Viral proteins can exhibit large degrees of multi-functionality. For example, the seven Ebola virus (EBOV) proteins are each responsible for multiple functions. This is especially true for vp40, which regulates transcription and coordinates virion assembly and budding [46]. IAV NS1 also has a wide range of functions including limiting interferon production, regulating viral replication, and modulating cellular signaling pathways [47]. Although a challenge to analyze, these proteins may be particularly good targets for antiviral drugs due to the large number of roles they play. The cellular proteins targeted by viral proteins also tend to contain regions of higher disorder than average, perhaps hinting at their multi-functionality [48]. Intrinsically disordered proteins are widespread in viral proteomes [49], and exist at similar levels of disorder to eukaryotic cellular proteins [50]. They are extremely flexible and do not adopt a single conformation, meaning that it is very difficult to analyze their three-dimensional shape. Structured proteins generally contain domains that perform a specific function and that fold and evolve independently of each other [51]. Disordered regions, however, make up a very small percentage of known domains, even though they may exhibit a specific function such as kinase activity [52]. Due to the fact that intrinsically disordered proteins contain fewer domains for which the function is known than structured proteins, they are correspondingly more difficult to computationally analyze. Protein–protein interactions provide one lens through which to view the interface between virus and host, but they are not the only important interactions that are occurring within the cell. Interactions of RNA and lipids are also crucial to viral replication but are by definition disregarded by investigating proteins only. MicroRNAs (miRNAs) are short noncoding RNAs that posttranscriptionally regulate gene expression. They are expressed in Metazoa and plants, and also in certain dsDNA viruses and retroviriade where they act to regulate viral transcripts and host networks [1, 53]. Viruses manipulate cellular lipid metabolism to facilitate replication and virion assembly [54], for example, HCV increases lipid production, likely in an attempt to provide sufficient lipids for the host under the additional demand of virus budding [54]. Interactions involving host and viral noncoding
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RNA are available through the ViRBase database [55], but no corresponding database exists yet for lipid interactions. Many of the informatics methods mentioned below rely on using data found in databases of protein–protein interactions or in the literature. Both of these sources are naturally biased toward well-studied genes [56]. Caution should be taken when making claims of network properties such as degree for these proteins, since highly studied genes will have larger numbers of connections simply because they have been well studied and more interactions have been elucidated for them. 2.3 Overview of Experimental Methods



The yeast two-hybrid method (Y2H) is the classical highthroughput approach for determining whether proteins interact [57]. This method relies on cutting apart the activation and binding domains of a transcription factor, and then fusing each domain to proteins of interest to create two libraries. These gene fusions are transformed into yeast plasmids. Yeasts carrying one plasmid each are mated to create a diploid mutant for each gene pair in the cross product of the two libraries. If the proteins interact, the binding domain will bind to a promoter for a reporter gene and the activation domain will recruit polymerase which will express the reporter transcript. While Y2H is an in vivo method, yeast may not be the native environment for the proteins that are being investigated, so chaperones or posttranslational modifications may be lacking, thereby disrupting folding and binding. Since the screen does not take place under truly physiological conditions, it can result in a high false positive rate. Further, it will detect only pairs of interacting proteins, and so will miss complexes, giving it a high false negative rate also [58]. Affinity purification followed by mass spectrometry (AP/MS) [59] is another high-throughput method, and it provides a partial solution to the false negative rate of Y2H. First, proteins of interest are fused to a protein, for example, GFP, that can be captured with an antibody. The use of a fluorescent tag also allows for imaging of the live cell, which may also be desired. The antibody is fused to a column, and cell lysate is run through the column. The tagged proteins plus their interaction partners will bind to the antibody and will remain in the column after non-stringent washing. Affinity purification may also pull down secondary or tertiary interaction partners of the tagged protein; however, if the column is washed too stringently these interactions will be disrupted. A similar method, tandem affinity purification, fuses a second tag to the tagged protein, and follows the first purification with a second that targets the second tag, which reduces false positives [59]. Following purification, the remaining contents of the column are subjected to mass spectrometry, and the resulting interactors can be identified. AP/MS has a high false negative rate since transient and weak interactions are easily disrupted, especially if



Integrative virus-host PPI



183



a second round of purification is performed. The tagged proteins are often overexpressed, which may lead to false positives, and the method strongly relies on the quality of the antibodies used. To overcome the issue of not being able to stringently wash the AP column, biotin-based proximity methods such as APEX [60] and BioID [61] have been used to identify proteins in the vicinity of a protein of interest. However, membrane proteins are difficult to target with these methods so new, smaller versions of both APEX [62] and BioID [63] have been developed. These approaches are promising since they only identify proteins that are in a very small (20 nm) neighborhood of the labeled protein. It is not guaranteed that all proteins within this range do interact with the target. One example of this is that since the outer mitochondrial membrane is porous, proteins that do not cross it can be biotinylated from an APEX target on the other side of the membrane [64]. With these caveats in mind, data derived from biotin-based assays provides another axis along which to filter physical interaction data. Many viruses have been investigated with Y2H [65] and AP/MS, including studies that focus on the interactions of viral and host proteins during viral entry [66] and studies that aim to elucidate the dynamic interactions that take place throughout the course of viral infection [59]. A range of variations on these methods and other large-scale methods are available, as reviewed in [67]. Due to their high false positive and false negative rates, overlap between the results of these high-throughput studies is often quite low [68]. AP/MS data for HCV has been validated by integrating data from RNAi screens [69] and the interaction partners of herpesvirus membrane glycoproteins have been identified by integrating data obtained from biotin-based methods [70]. 2.4 Databases and Related Resources



Many databases have been developed to catalog both experimentally determined interactions and functional protein–protein interactions. VirHostNet [65], VirusMentha [71], HPIDB [72], and ViPR [73] store data specifically about experimentally derived virus–virus and virus–host protein–protein interactions. Due to the high cost and effort involved in maintaining such resources [74], these are not always updated in a timely manner, and there is a risk of those databases being deprecated as the BIND database [75] has been. The burden of database development and the risk of data loss due to deprecation of databases is reduced by the adoption of open formats such as the Proteomics Standards Initiative’s MITAB format, and by open data sharing between databases [76]. The STRING database combines experimental protein–protein interaction data from many sources, and also integrates data from text mining, KEGG pathways, homology, and other predictions. It includes functional interactions between proteins that appear in the same pathway, act as transcription factors, or that otherwise have related functions but that may not physically interact. All
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these channels of evidence are benchmarked and integrated to a combined confidence score for each interaction. Despite the high false positive and negative rates of high-throughput experiments, these data become very useful if they are taken in aggregate and integrated together. In total, STRING version 10.5 includes information on over 9 million proteins from more than 2000 organisms, and in the future, STRING will also incorporate virus– host interactions [77].



3 Sequence-Based Methods 3.1 Challenges of Sequence-Based Methods for Viruses



Viral genomes, though small, are compact and often contain overlapping genes that are translated to proteins with multiple functions. Many RNA viruses code for a single mRNA containing one open reading frame that is translated into a long protein product. This polyprotein is then posttranslationally cleaved into the functional viral proteins [78]. Databases such as UniProt do not consider these cleavage products to be individual proteins with their own identifiers even though these are the functional units of the virus [79]. This means that the proteins must be cleaved in silico prior to analysis. Viruses exhibit vast genetic diversity and RNA viruses specifically exhibit a much higher rate of evolution than even simple cellular organisms. To date, most bioinformatics analyses have ignored the diversity present in the quasispecies. A single sequence does not necessarily reflect the biological reality of the full diversity of the quasispecies and the interactions that take place in nature. However, much of the virus sequencing effort has come from patient samples which often are presented as a single DNA sequence, typically the consensus sequence derived from Sanger sequencing.



3.2 Codon Bias



The genetic code is redundant, but not all synonymous codons are used with the same frequency in the genome [80]. The variation in this distribution is called codon bias, and there are large differences in codon biases between species. Proteins that are highly abundant tend to contain more codons that are translated efficiently than proteins of lower abundance do. Arboviruses, which replicate in both arthropods and mammals, are adapted to both of their hosts’ distinct codon biases. A recent study modified the codons used in Dengue virus to produce a mutant that was attenuated in humans but was still able to replicate in insects [81]. Such an approach has the potential to be used as a vaccine, since it would not cause disease in humans, but has the same antigenic profile as an infectious virus does. Altering codon bias can also alter RNA secondary structure, which may also play a role in determining translation efficiency



Integrative virus-host PPI



185



[82]. Changing the RNA secondary structure can further alter the compactness of the genome, which can have consequences for packaging and delivery [83]. 3.3 Bacteriophage Host Prediction



Metagenomic methods provide a wealth of information about the sequences present in environmental samples but provide little direct insight into the ecology of the discovered organisms. In silico predictions of host/phage pairs are valuable since it can be challenging to create the correct conditions to experimentally grow phages and their bacterial hosts in the lab. A variety of current methods that can be used to identify phage host pairs are reviewed in [84]. Here the authors conclude that there is a lot of room for improvement in bacteriophage host predictions. All of the reviewed methods have a low precision, and predict the incorrect host for more than half of the samples. These methods include, in the decreasing order of accuracy, finding exact sequence matches between the bacteria and the phage, finding homology between the host and the phage with BLASTN or BLASTX, finding matches specifically on CRISPR spacers that have integrated into the host, matching k-mer profiles or codon bias between the host and phage genome, and matching co-abundance profiles with the assumption that in a given environment, the most prevalent bacteria species is likely the host to the most prevalent phages. HostPhinder [85] is a more recent host prediction method for phages that achieves very good results with 74% accuracy predicting the host species and 81% accuracy predicting the host genus. HostPhinder uses a k-mer approach due to the mosaic nature of phage genomes, in which genetic components can appear in any order. It uses a k-mer length of 16, twice as long as the longest k-mer length of 8 used in any of the methods evaluated by the previous review, after finding that shorter lengths were too unspecific. Further, HostPhinder uses a carefully selected measure of resemblance selected from four possible methods based on the results of a cross-validated assessment, and so achieves much better accuracy with k-mers than would be suggested by the results in [84]. The evaluation of phage host prediction suffers from the fact that some phages do infect multiple hosts, which can result in false positives that may instead be accurate predictions of new host ranges.



4 Evolution-Based Prediction Methods As more genomes are being sequenced, it is possible to create very large multiple sequence alignments to compare closely neighboring species. Since experimental techniques to determine binding interfaces are time- and labor-intensive, computational techniques provide an opportunity to rapidly investigate candidates.
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4.1 Orthologs



The protein CDK1 found in both the human and mouse performs the same function in both organisms to transition through the cell cycle [86]. These proteins are said to be orthologous, not because they perform the same function, but because these genes have both descended via speciation from the same gene in the last common ancestor of the human and mouse. Paralogs, however, are proteins in one species that have undergone gene duplication, resulting in two copies of the gene. Multiple outcomes for the duplicated gene are possible, from loss of function of one copy to divergence of function of the two genes, following a high rate of evolution in one of the copies [87]. Orthology groups are groups of proteins that have descended from a common ancestor, and so are strictly speaking misnamed, since they will include paralogs as well. EggNOG [88] and other databases such as OrthoDB [89] and the many reviewed in [90] use sequence homology (via all vs. all BLAST) and further refinement based on similarity to identify distantly related orthologous proteins and group them into orthology groups. Only EggNOG, as of version 4.5, provides orthology for viral proteins. The levels for which orthology is available are indicated in Fig. 1.



4.2 Challenges for Virus Orthologs



RNA viruses evolve extremely quickly, but DNA viruses also evolve faster than bacteria do [32]. This fast evolution can mask orthology, since relationships become less evident over evolutionary time. Further, viruses contain a large amount of horizontally transferred genetic material, which will give the illusion that orthology groups containing these genes are much older than they actually are. Many RNA viruses including the corona-, picorna-, flavi-, and retroviridae (and some DNA viruses such as African swine fever virus) translate their proteins as polyproteins that need to be cleaved before becoming functional proteins. This makes analysis difficult since sequences are generally stored as the full-length protein, and so the cleavage sites must be identified and the proteins cleaved in silico prior to aligning and analyzing the sequences.



4.3 Virus Orthologs and Paralogs



Since it is not known whether all viruses arise from a universal common ancestor, and it has been proposed that RNA viruses and DNA viruses have separate origins [91], it is perhaps disingenuous to discuss orthology groups over all viruses. However, when discussing viral orthology groups, we consider them to track the ancestry of the gene, not necessarily the ancestry of the organism that carries it. There are certain examples of clear orthology within the viruses, for example, the 30+ proteins that are common to all human herpesviruses and that exhibit conservation across the Herpesviridae [92]. Further, all of the dsDNA viruses share many genes. These common genes have been represented as a bipartite network illustrating the interconnectedness of these viruses [93].
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Evidence that a protein interacts with an interaction partner can be transferred via homology—it is likely that orthologs of this protein will interact with orthologs of its partner in another species. The STRING protein–protein interaction database uses the EggNOG orthology data to transfer links between intra-species protein interactions via EggNOG orthology groups [77, 88]. 4.4 Coevolution



Residues of proteins that are in direct contact will evolve jointly, as a mutation in one protein will be compensated for by a reciprocal mutation in the other protein to preserve the interaction interface. Methods to measure coevolution have been used to predict intraprotein interactions [94], and protein–RNA interactions [95] within species, and also across species [96]. The general approach of these methods is to generate a multiple sequence alignment of sequences that are representative of variation in the proteins of interest, and then to look for co-varying residues [97]. Since these methods rely on assembling a large variety of sequences, in this case the fast evolution of viruses is an advantage that can help amplify signals even though the divergence of host proteins may be low. Coevolution methods include direct coupling, mutual information, and phylogeny-based methods, which are presented in detail in [97]. All methods require significant alignment depth to give statistically significant results, with alignments at least as deep as they are long being preferable [96, 97]. There are several reasons why coevolution-based binding prediction has proven difficult, in addition to insufficient alignment depth [96]. Indirect interactions that are not directly responsible for binding can lead to false positive correlated residue pairs. False positives can also result from correlations that are due to the closely related phylogeny of the chosen sequences. Finally, determining a gold standard set against which results can be evaluated is an additional challenge. The first virus–host coevolution study was on the Human immunodeficiency virus 1 protein Vif and APOBEC3G using 13 different methods to determine correlated residues [96]. Sites known to be responsible for binding from experimental mutational studies were found to interact by at least one coevolution method, but many false positives were also reported due to lack of alignment depth. Specific molecular examples of viral adaptation to the host that have been determined through experiments are reviewed in [6]. The specificity of host and cell tropism is one such example of the coevolution between a virus and its host. Below, we highlight two machine learning methods that predict which cells a virus is able to infect.



4.4.1 Influenza A



To predict the host tropism of Influenza A virus, Eng et al. [98] created a random forest predictor that aimed to distinguish avian from human strains. Previous studies have used neural networks and support vector machines to generate predictors, but this work
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compares a variety of machine learning methods and finds the best results with a random forest approach. They built 11 independent, parameter-optimized, tenfold cross-validated models, one for each of the 11 influenza proteins. Although only two of the 11 proteins, HA and PB2, were previously known to be species specific with clearly elucidated mechanisms of action, each of the 11 models provided good predictions of the host, showing that all of the influenza proteins have species specificity. A combined model gave very good performance when evaluated on an independent test set using the area under the receiver operating characteristic curve (AUC). This performance metric measures the trade-off between sensitivity and specificity as for a binary classifier as its discrimination threshold is varied. A high AUC means that choosing a cutoff threshold for the classifier that gives a low false positive rate will also give a high true positive rate. Solvent accessibility and charge, specifically in HA, which binds to negatively charged glycan receptors, were among the most important properties identified. The model made errors misclassifying proteins from human strains as avian which had a recent avian source, suggesting they were not yet completely adapted to their new host. Proteins from avian strains that were classified as human likely represent strains that are at risk of infecting human populations. This method could potentially be used as a monitoring system for avian strains to predict the next zoonosis in humans. 4.4.2 HIV



Machine learning has also been used to predict the cell tropism of Human immunodeficiency virus 1 (HIV-1). HIV-1 gp120 binds to CD4+ T cells, but this binding requires that gp120 also binds to a co-receptor, either CXCR4 or CCR5. Usage of the antiviral drug Maraviroc is indicated only for patients with viruses whose gp120 binds only to CCR5. Determining the virus tropism is therefore essential to determining the treatment for the patient, and monitoring is required since the virus is able to change tropism for these receptors throughout the course of infection. Several different predictors are reviewed in [99], which use support vector machines and position-specific scoring matrices to distinguish coreceptor usage. A later study [100] shows that previous models that have been trained on HIV-1 B subtypes do not generalize to subtype A, and that new models must be built to correctly predict the tropism of subtype A. These studies highlight the success of bioinformatics methods, but also the importance of taking care when choosing training data to ensure that it is representative of the strains of interest.
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5 Network-Based Prediction Methods Protein–protein interactions (PPIs) in the cell, sometimes called the interactome [101], can be represented as a network in which the proteins are nodes and their interactions are edges. Two nodes are linked by an edge in the network if there is an interaction between the two proteins that the connected nodes represent. The interactions may be physical interactions such as binding or phosphorylation but may also be functional interactions such as genetic interactions or the presence of the proteins in the same pathway, depending on the network. The number of edges that connect to a node is called the degree of the node, and nodes that have high degree are called hubs. The shortest path between any two nodes is defined as the smallest number of edges that must be traversed to travel from one node to the other. The structure of such PPI networks roughly follows a power law distribution across all domains of life [102]. Networks with this property, having very many nodes of low degree and few nodes of high degree, are called scale-free networks, and appear in many more contexts than just biological networks. Social, transportation, and communication networks are a few examples that also exhibit this property [103]. It has been shown that the scale-free property emerges from the iterative process of building the network [103] since as new nodes are added, they preferentially attach to the nodes that are most visible in the network—those that are already highly connected. Scale-free networks are robust to random attacks, since hubs are rare compared to the number of nodes of small degree, and hubs will help maintain connectivity of the network as nodes of smaller degree are removed. For a PPI network, this means that if a gene is mutated at random it will most likely cause a small, local effect, and is not likely to be fatal to the cell. On the other hand, scale-free networks are vulnerable to attack against the hub nodes, since removing a few hubs will impact many other nodes and will quickly cause the network to fracture [104]. While this means that hub proteins are a liability in that mutations in them can cause diseases such as cancer, scale-free networks also present opportunities for biomedical applications such as antibiotics targeting bacterial networks [105], or treating cancer by disrupting the network in cancerous cells but not in normal tissue [106]. 5.1 Network Rewiring



Viruses act as metabolic engineers of the cell [7], taking advantage of cellular proteins and commandeering gene expression to enable reproduction of viral progeny. As viral proteins are upregulated during viral infection, the host protein network will be disrupted since many viruses monopolize the transcription and translation
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machinery, for example by cap snatching from cellular mRNAs [107]. Further, viruses have evolved sophisticated techniques to avoid the defense mechanisms of their hosts [34, 108] and to disrupt the cell cycle [41]. Diseases can be interpreted as permutations of the cell’s protein–protein interaction network, where the affected genes are clustered into modules [109]. The resulting rewiring and permutation of the native network can lead to phenotypic changes, such as oncogenesis in the case of HPV, and cell death in the case of HIV-1 infected T-cells. The Hepatitis C virus (HCV) protein network was overlaid with expression data from several time points during HCV infection, and distinct rewiring was observed between precancerous and cancerous infection states [110]. Viruses (and other pathogens) preferentially target cellular hubs and bottlenecks (proteins that lie on many shortest paths, and show high betweenness centrality) [111]. These proteins also tend to be those that are also associated with cancer, but care should be taken when interpreting this fact. The more a protein is studied, the more interaction partners that will be known for it, leading to the bias that proteins of high degree are well studied [112]. An analysis focusing on HIV-1 [113] found that viruses target pathways containing HIV-1 dependency factor proteins which had been previously identified as essential for HIV-1 infection from RNAi screens, although they do not interact with these proteins directly. Drugs have historically been targeted to viral proteins, but with advances in understanding of the human–virus interactome, it is possible to also target host proteins that are central to viral infection, and to repurpose drugs to do so [68]. Since viral proteins mutate at a very high rate, drugs that target them often quickly become ineffective [22]. Therefore, with a better understanding of the intracellular and viral interaction networks, better strategies to target host proteins instead may emerge [114]. 5.2 Centrality and Clustering Methods



Different centrality measures have been defined to capture different aspects of which nodes are the most “important” in the network. Here we will cover three measures. A variety of other measures exist but are correlated with those described here [115]. Degree centrality assigns the highest value to the node with the highest degree. The betweenness centrality value of a node captures whether this node is a bottleneck that joins clusters in the network together. In other words, a node has high betweenness centrality if most of the shortest paths between all the other nodes in the network pass through this node. Closeness centrality gives the node with the lowest sum of shortest paths between this node and all other nodes the highest centrality score. Markov clustering (MCL) is a fast and effective algorithm to identify clusters in a network. Clusters are defined by starting a
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path at a given node, and randomly choosing to follow one of its edges. Such a random walk is much more likely to remain within a cluster than to leave it. MCODE [75] was designed specifically for finding clusters in protein interaction networks. It creates clusters by assigning a score to each node, which is a function of the number of connections between this node’s immediate neighbors. MCODE then starts from a seed node and expands the cluster to its neighbors that have scores above an adjustable threshold. MCL, MCODE, and two other clustering algorithms are compared in [116], which finds that MCL is the best method to extract protein complexes from protein–protein interaction networks.



6 Conclusions Just as having a broader view of protein–protein interactions has provided a deeper understanding of cellular function [117], having a similar understanding of the interactions between pathogens and their hosts will provide new information to treat clinically relevant infections and diseases. Despite the challenges to viral bioinformatics, integrative approaches are being used to predict host and tissue tropism and to visualize the virus–host protein– protein interaction network.
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Chapter 9 The SQUAD Method for the Qualitative Modeling of Regulatory Networks Akram Méndez, Carlos Ramírez, Mauricio Pérez Martínez, and Luis Mendoza Abstract The wealth of molecular information provided by high-throughput technologies has enhanced the efforts dedicated to the reconstruction of regulatory networks in diverse biological systems. This information, however, has proven to be insufficient for the construction of quantitative models due to the absence of sufficiently accurate measurements of kinetic constants. As a result, there have been efforts to develop methodologies that permit the use of qualitative information about patterns of expression to infer the regulatory networks that generate such patterns. One of these approaches is the SQUAD method, which approximates a Boolean network with the use of a set of ordinary differential equations. The main benefit of the SQUAD method over purely Boolean approaches is the possibility of evaluating the effect of continuous external signals, which are pervasive in biological phenomena. A brief description and code on how to implement this method can be found at the following link: https://github.com/caramirezal/ SQUADBookChapter. Key words Regulatory networks, Network modeling, Cell fate, Expression pattern



1 Introduction One of the challenges in biology is to understand the relationship between genotype and phenotype. The phenotype of a cell emerges from the complex interactions between molecules, the genome, and environmental cues that act in a nonlinear manner. Understanding how these interactions act in concert to regulate cellular phenotypes requires an integrative view of the processes that control cell fate decisions. The advent of the “omics” era has contributed to the study of the genotype–phenotype relationship, as new molecular biology methods and high-throughput technologies allow the identification and mapping of an increasing number of molecules and their interactions, thus offering valuable information regarding the regulatory networks involved in biological processes. Louise von Stechow and Alberto Santos Delgado (eds.), Computational Cell Biology: Methods and Protocols, Methods in Molecular Biology, vol. 1819, https://doi.org/10.1007/978-1-4939-8618-7_9, © Springer Science+Business Media, LLC, part of Springer Nature 2018
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Knowledge of the connectivity of regulatory networks, while valuable, only provides a static view of the complex spatiotemporal behavior observed in any biological phenomenon [1]. Therefore, it is necessary to develop and employ mathematical models to understand the functionality and dynamical properties of regulatory networks. This allows us to understand questions related to the number, nature, and stability of the possible patterns of activation, the role of specific molecules and interactions in the establishment of such patterns, as well as the effects of external stimuli or permanent perturbations such as gain- and loss-offunction mutations. This information could eventually be used to devise control mechanisms with the aim of driving the system to a desired state [2, 3]. Network-based modeling approaches have been shown to be valuable tools to integrate biological information to understand the dynamical behavior observed in multiple cellular processes [4–10]. For example, the establishment of molecular patterns in floral morphogenesis of both wild-type and mutants in Arabidopsis thaliana [11, 12], the phenotype stability and plasticity of T helper lymphocytes and other blood cell subpopulations in mammals [6, 13, 14], the cell cycle in yeast or mammals [7, 15, 16], and apoptosis [17]. There are several approaches for modeling regulatory networks (for reviews on qualitative modeling approaches, see [18–21]). In particular, logical models are used to describe systems with a finite number of possible states. In contrast, ODE-based models are able to describe systems with a possibly infinite number of states [22, 23]. As a result, logical approaches are well suited for qualitative descriptions, while ODE-based models are more appropriate for quantitative descriptions. When dealing with biological problems, it is often convenient to start with a simple model describing a few basic characteristics, and then gradually transform the model into a more refined and complex one. In the case of a regulatory network, one basic characteristic is the number and nature of the steady states of activation or expression generated by the system. In some cases, steady states have been shown to be largely insensitive to the precise values of parameters [24], or even the formalism chosen [5] to find them. In such cases, qualitative modeling can be implemented as a first approximation to model regulatory networks [19]. One approach to make a qualitative model more realistic is to incorporate continuous variables, so as to provide the model with the capacity of describing graded variations. There are several methods to transform Boolean networks into continuous dynamical systems. All of them rely on the general principle of interpolating or replacing the discrete functions by continuous mappings defined in the [0, 1] closed interval [25]. Interpolation functions can be linear [26], continuous logical extensions [27],
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polynomial approximations [28], or polynomial composed with Hill or exponential functions [1, 3] (see [25] for a comparative study). In this chapter, we describe the Standardized Qualitative Dynamical Systems (SQUAD) method, which is used to formalize regulatory networks as a continuous dynamical system focusing on their qualitative behavior rather than on their detailed kinetic parameters [1, 12]. The SQUAD method can be used to either automatically transform a Boolean network model to a continuous system of ordinary differential equations (ODEs), or to directly define a continuous model from the available information regarding the interactions among the components of a regulatory network. In this way, the modeler can simulate a regulatory network based mostly on the network architecture by making a few basic assumptions regarding the response of the nodes to their regulators, or, alternatively, to construct more elaborated models based on known regulatory mechanisms obtained from experimental data. In the next section, we briefly describe how to define a Boolean model, and then we show how to transform it into a continuous model using the SQUAD method. Finally, we show how to analyze the dynamical behavior of regulatory networks to identify its steady states, as well as how to study the effect of diverse perturbations.



2 Methods 2.1 Reconstruction of the Regulatory Network



To construct a regulatory network model, it is necessary to identify the key molecules involved in the control of a biological process of interest (genes, proteins, molecular complexes, etc.), as well as the regulatory relationships among them (activating or inhibitory). This is done by integrating available experimental data regarding the function of the components of the network under different experimental conditions, such as gain- or loss-of-function mutants, epistasis analysis, and known expression patterns, for instance [18, 21]. While it is very important to have the most comprehensive data possible on the list of molecular markers that are present or absent under a given condition, it is also absolutely necessary to have a notion about the flux of information among the nodes to be included into the network model. That is, besides knowing that markers A and B are co-expressed, it is necessary to know if A regulates B, B regulates A, another node regulates both A and B, or even if there is no regulatory relationship between A and B. While a detailed discussion on the different network inference methods is beyond the scope of this work, we refer the interested reader to some relevant literature on the topic [29–31]. Most of these methods rely on the estimation of the probability of dependency measures between gene expression values (Pearson correlation, mutual information, and Bayesian) [29]. In general,
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these methods are not well suited to infer the specific combinations of regulators that turn a particular gene ON or OFF. More importantly, such methodologies are very inefficient at inferring the presence of regulatory circuits [29]. As a result, most of the published Boolean models were inferred manually, using carefully selected experiments reported in the literature. The proposed molecules and interactions forming a regulatory network can be incorporated into a table of interactions summarizing its architecture. Once we have a static representation of the regulatory network, it is necessary to postulate a set of logical rules or functions controlling the activation of the nodes of the network and simulate its dynamical behavior to qualitatively analyze the temporal expression profiles that can be attained under multiple conditions. 2.2 Definition of the Discrete Model



A deterministic Boolean model is the simplest formalism that can be used to study regulatory networks as dynamical systems. Despite their conceptual simplicity, Boolean networks show a nonlinear behavior resulting in interesting and nonintuitive dynamical properties such as multistability, cyclic trajectories, and robustness against perturbations [13, 32–34]. In Boolean models, the nodes of a regulatory network are represented by binary variables, i.e., they can attain one of two possible levels of activity (ON/OFF ) at any given time (Fig. 1a). Also, regulatory interactions are formalized by means of Boolean functions that can be described by logic rules or truth tables (Fig. 1b). The Boolean function assigned to a node determines its value of activity at the next time step depending on the values of their regulators at a given time. Formally, xk (t + 1) = fk (xk,1 (t), xk,2 (t), xk,3 (t), . . . , xk,r (t))



(1)



Where k represents the index of a node with r input regulators. The variables xk,1 (t), . . . , xk,r (t) represent the set of values of the regulators of the node xk at time t, and fk is the Boolean function defining the activation of the node at time t + 1. For example, the node B in Fig. 1a has two regulators, given that nodes A and C activate and inhibit B, respectively. These interactions can be translated into a logical form to represent the regulatory mechanisms that control the activation levels of node B. Thus, node B becomes active only when its activator (node A) is present and if its inhibitor (node C) is absent (Fig. 1b). For each node, representing molecules or molecular complexes in the network, it is possible to formulate a logical rule summarizing the regulatory mechanisms behind each interaction, which can then be used to construct a dynamical model of the regulatory network. In the
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network shown in Fig. 1, the Boolean function for the node B is given by B(t + 1) = fB (A(t), C(t)) = A(t) ∧ ¬ C(t)



(2)



Where the symbols ∧ and ¬ represent the logic functions AND and NOT, respectively. It is important to note that any logical rule can be expressed in terms of the Boolean operators AND, OR, and NOT, see Table 1.



Fig. 1 Boolean networks. (a) A regulatory network comprising three factors A, B, and C, depicted as nodes in the graph. Activations and inhibitions are represented as green and red arrows, respectively. Every node has an associated state, which can be either 0/OFF/false or 1/ON/true. (b) Logic rules can be used to represent regulatory interactions in the regulatory network. (c) Dynamical behavior of the synchronous Boolean network model. In this case, nodes represent states of the network which are labeled by the binary values of the nodes A, B, and C, in that order. States are colored according to the attractor they converge to Table 1 The logic rules describing the response of a node to its regulators expressed with the logic operators ∧ (AND), ∨ (OR), and ¬ (NOT) can be transformed into a continuous form with the use of their equivalent fuzzy logic functions Boolean operator



Fuzzy logic function



A∧B



min(A, B)



A∨B



max(A, B)



¬A



1−A
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If n is the number of nodes of the regulatory network, we call any binary vector xˆ = (x1 , x2 , x3 , . . . , xn ) a state of the network. In a Boolean system, there exist 2n possible states, this set of configurations is called the phase space [18]. Equation (1) determines the transition of the network through the phase space, where successive states of the network are determined by the present state of the system. Therefore, we can rewrite the system of Boolean equations, if F = (f1 , f2 , f3 , . . . , fn ), then Eq. (1) becomes xˆt+1 = F (xˆt ).



(3)



where xˆt and xˆt+1 are the predecessor and successor states in the dynamics of the network. The updating of the values of the nodes can be done in different ways, the simplest of which is the synchronous updating scheme, in which all nodes are updated at the same time. Otherwise, if nodes of the network are updated in a different order, the Boolean network is said to be asynchronous [35]. We will focus in the rest of the chapter on the synchronous updating [35, 36]. The dynamics of the Boolean network can be represented as a transition diagram (Fig. 1c), in which the phase space is drawn along with all the possible transitions between network states. The dynamical behavior of a Boolean network starting from an initial state x0 can be easily seen by just following the arrows until the system converges to a closed cycle, i.e., a set of states that repeats consecutively for more than one time step during a trajectory. Cycles are called attractors (i.e., solutions of the network) and capture the long-term behavior of the system [18, 21, 37]. If an attractor contains only one network state, it is called a fixed point attractor, otherwise it is referred as a cyclic attractor [37]. The network in Fig. 1 possesses two fixed point attractors. There are two sets of network states, shown as red and green nodes, each set of states converges to one of the fixed point attractors (Fig. 1c). The set of all network states that converge to a specific attractor is known as its basin of attraction. In the example of Fig. 1, the set of states S = {010, 011, 000, 001}, shown in red, correspond to the basin of the attractor 001. Because the system once in an attractor will remain in it, attractors are interpreted as patterns of activation associated with specific stable phenotypes [32, 38]. Boolean networks have the advantage that the entire phase space can be explored, so as to find all the possible attractors of the system. This is very useful because it permits understanding all possible phenotypes allowed by a given network model. Although the computation time of search scales very fast with the number of nodes of the network, there are algorithms that search for attractors in large networks comprising hundreds to several thousands of nodes [1, 39].
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For most biological systems, relatively few quantitative data is available regarding the kinetics and stoichiometry of biochemical reactions. Nonetheless, there is a wealth of qualitative data regarding the molecular interactions, and the effect of genetic mutations on the establishment of particular cell phenotypes. Qualitative data also offer valuable functional information about the regulation of some biological processes. The available information has limited the development of dynamical models of regulatory networks to only a small number of well-characterized systems [19]. To overcome these restrictions, and thus facilitate the systematic construction of regulatory network models, the SQUAD method was developed to simulate a dynamical system without the need for detailed kinetic parameters [40]. Instead, the method relies mostly on the connectivity of the regulatory network, i.e, the flow of information among the nodes, as well as on the rules describing the regulatory mechanisms among the molecules they represent. The method approximates a Boolean network with the use of a set of ordinary differential equations. Importantly, a continuous approximation of a Boolean system allows the construction of complex dynamical models even in the absence of quantitative information regarding the precise molecular regulatory mechanisms of the biological system. The continuous system describes the rate of change of activation of a node xk with the following ODE: dxk −e0.5hk + e−hk (ωk −0.5) = − γk xk dt (1 − e0.5hk )(1 + e−hk (ωk −0.5) )



(4)



Where 0 < hk , γk and 0 ≤ xk , ωk ≤ 1. The nonlinear function on the right-hand side of the differential equation defines a sigmoid curve constrained in the interval [0, 1]. The parameter hk determines the steepness of the sigmoid, for high hk values the sigmoid function approaches the step function characteristic of Boolean models (Fig. 2). The parameter γk is the decay rate for the node xk . Although its specific numerical value may vary according to the necessities of the modeler and depends on the biological system under study, it has been found that the attractors of a model are rather robust to variations in the variation of this parameter [4, 41]. The total regulatory input of a node is represented by the variable ωk . In the first implementation of the SQUAD method, ωk was defined as a weighted sum of positive regulations multiplied by a weighted sum of negative regulators [40, 42]. This approach permitted the automatic creation of a dynamical system based exclusively on the topology of the network. While the instant transformation of a diagrammatic representation into a dynamical system was a very convenient feature, the chosen definition of ωk had two assumptions: First, that any positive regulator is strong enough to activate its target in the absence of inhibitors;
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Fig. 2 Discrete versus continuous models. Response to a positive input in a discrete Boolean context (blue), and the continuous SQUAD version (red). The parameters h in SQUAD can be modified resulting in a steeper or shallower sigmoid



and second, that any negative regulator is stronger than any combination of positive regulators. These assumptions, however, are very strong and they are not necessarily true for most biological systems. A new SQUAD version was proposed in [12] with the aim to relax the assumptions mentioned above. In this second version, ωk is defined in terms of an interpolated Boolean function with the use of fuzzy logic operators [27] (Table 1). The first thing to do is to define the regulatory input of a node xk as a Boolean function fk of its regulators, just as in the case of the Boolean networks described in the previous section. It can be shown that any fk can be rewritten in the following form: fk (x1 , . . . , xr )



=



n  (x1 ∧ x2 . . . ∧ xl ) i=1



∧ ( ¬ xl+1 ∧ ¬xl+2 ∧ . . . ∧ ¬xr )



(5)



where r denotes the total number of regulators of the node xk and l represents the positive regulators of the node xk , whereas the
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remaining r − l nodes indicate negative regulators of such node. This equation states that any Boolean function can be represented as a disjunction of n Boolean input configurations (2r in total), conforming the set of states of the regulators that result in a value of fk of 1/ON. Then, the Boolean function can be interpolated by using fuzzy logic operators [1, 40], see Table 1, thus defining ωk as n



ωk (x1 , . . . , xr ) = max(min(x1 , . . . , xl , 1 − xl+1 , . . . , 1 − xr ))



(6)



i=1



where, as in Eq. (5), the fuzzy logic rule for each xk node is constructed according to its xr regulators, of which l input nodes are positive regulators and the remaining r − l nodes correspond to negative regulators. An example of how to translate a Boolean model into its continuous fuzzy logic form is shown in Fig. 3. This methodology thus provides a straightforward manner to translate a Boolean model into a continuous model in the form of a set of ODEs. Given that the SQUAD method approximates a Boolean model, there is a close correspondence between the steady states



A



C



ω ω ω B



C B



A



Fig. 3 SQUAD method. Example of the SQUAD methodology applied to the regulatory network given in Fig. 1. (a) Determination of the parameter ωk summarizing the regulation for each node in terms of fuzzy logic operators. (b) Definition of the continuous dynamical system in the form of a set of ODEs. The parameters h and γ are set to 50 and 1, respectively. (c) Dynamical behavior of the regulatory network as simulated by the continuous model. Attractors are shown as red and green dots
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found in Boolean discrete models and the steady states found in the continuous model. Notice, however, that SQUAD may find (usually unstable) steady states, or cyclic behaviors not recovered in the Boolean system [12, 43]. As in the discrete Boolean model the phase space is split into attractor basins. This can be seen in Fig. 3c, where the dynamics of the continuous model analogous to the regulatory network given in Fig. 1 are shown. The phase space is split into two basins, observed as green and red partitions, according to the convergence to the corresponding attractors (A, B, C) = (0, 0, 1) and (1, 1, 0), that coincides with that of the discrete model. The ability of SQUAD to incorporate graded signals makes it a suitable tool to study the effect of extracellular signals on the establishment of expression patterns during differentiation processes [12, 44]. Figure 4 shows the difference in effect between small and large perturbations on the steady state configurations



Fig. 4 Effects of node perturbations on the dynamics of a regulatory network. (a) Regulatory network module. (b) Small perturbations are given to node X and Y, they are absorbed by the system and vanish. (c)–(d). Larger perturbations cause permanent network state transitions. (c) If X is perturbed first, the network transits to a state in which node Z is inactive. (d) If the order of stimuli is inverted, the node Z becomes active
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attained by a regulatory network. Also, it is possible to observe the effect of the order of such external signals. In this example, when the regulatory network represented in Fig. 4 is perturbed by a small increase of inputs X and Y, the perturbations are absorbed by the system (Fig. 4b). However, with stronger perturbations there is a transition to another network state, and thus the effect on the system is permanent (Fig. 4c). Moreover, the long-term behavior of the network depends on the order in which the perturbations are given (Fig. 4c, d). The interested reader may find in https://github.com/caramirezal/SQUADBookChapter the implementation of this example in the programming language R.



3 Modeling Biological Networks Using SQUAD In this section, we describe the construction of a model of a particular biological process, so as to give a clearer view of the steps needed to make use of SQUAD. Specifically, we will focus on the regulatory network controlling terminal B cell differentiation, see [45]. A brief description of the model is provided in R language at https://github.com/caramirezal/SQUADBookChapter/. The model is also available in a standard SBMLqual format in The Cell Collective platform, see “B cell differentiation” model at https:// cellcollective.org/. B cells are the main effectors of humoral immune response in vertebrates, which is responsible for the recognition of foreign agents by the production of highly specific antibodies. Terminal B cell differentiation is achieved by the concerted action of several transcription factors in response to antigen recognition and extracellular signals provided by other blood cell types, like Thelper cells, dendritic cells, etc. This process of cell differentiation is characterized by the transition from a progenitor cell type (Naive B cell) into specialized cell types such as germinal center B cells (GC) and memory B cells (Mem), responsible for the editing and improvement of antibodies and its subsequent differentiation into antibody-producing plasma cells (PC) in response to antigen recognition [46]. The wealth of published experimental data regarding the molecules and signals involved in the control of B cell differentiation allowed us to reconstruct a regulatory network that incorporates several molecules known to be necessary for the control of the differentiation process, namely, Bach2, Bcl6, Blimp1, Irf4, and Pax5, see Fig. 5. The information regarding the regulatory mechanisms controlling the activation of each node can be expressed in the form of logical rules. For example, it is known that Pax5 is regulated
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Fig. 5 Modeling B cell differentiation using SQUAD. Based on available information from a biological process, it is possible to infer a regulatory network taking into account the information flow among molecules (nodes), by activations (green arrows) and inhibitions (red arrows) between them. The regulatory mechanisms are incorporated to the network as logical rules. The system is translated into a set of ODEs, and the dynamical behavior is analyzed. The basic analysis consists in the identification of steady states, under wild-type and simulated mutations, as well as the analysis of the response of the system to certain signals



by itself and by low levels of Irf4 [47, 48], and also that Pax5 is negatively regulated by Blimp1 [49, 50]. This information can be expressed in the form of logical rules as follows: P ax5(t + 1) = (P ax5(t) ∨ ¬ I rf 4(t)) ∧ ¬ Blimp1(t))



(7)



This expression, in turn, can be expressed in fuzzy logic terms as
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Table 2 The logic rules summarizing the regulatory interactions in the B cell differentiation network expressed by the use of the logic operators and their translation into fuzzy logic functions Node



Description



Logical rule



Fuzzy logic function



Bach2



Bach2 is activated by Pax5 Pax5 AND if the supressor Blimp1 is NOT absent Blimp1



Bcl6



Bcl6 regulates its own Pax5 AND min(Pax5, Bcl6, expression and is Bcl6 AND 1−max(Blimp1, activated by Pax5 only if NOT Irf4)) their repressors Blimp1 (Blimp1 OR and Irf4 are inactive Irf4)



min(Pax5, 1−Blimp1)



Blimp1 Blimp1 is activated by Irf4 if all its inhibitors, Pax5, Bcl6, and Bach2, are absent



Irf4 AND min(Irf4, NOT (Pax5 1−max(Pax5, OR Bcl6 OR Bcl6, Bach2)) Bach2)



Irf4



Irf4 regulates its own activation and is positively regulated by Blimp1 if its inhibitor Bcl6 is inactive



Irf4 OR (Blimp1 AND NOT Bcl6)



max(Irf4, min(Blimp1, 1−Bcl6))



Pax5



Pax5 positively regulates its (Pax5 OR own expression and is NOT Irf4) maintained by low levels AND NOT of Irf4. Pax5 is repressed Blimp1 by Blimp1



min(max(Pax5, 1−Irf4), 1−Blimp1)



XBP1



XBP1 is activated by Blimp1 AND Blimp1 and repressed by NOT Pax5 Pax5



min(Blimp1, 1−Pax5)



P ax5(t + 1) = min(max(P ax5(t), 1 − I rf 4(t)), 1 − Blimp1(t)) (8) The complete set of logical rules summarizing the regulatory mechanisms controlling the activation of each node is presented in Table 2. Once the complete set of fuzzy logic rules is established, they can be inserted as the corresponding ωs in the skeleton Eq. (4). That is, for the equation dP ax5/dt the corresponding ωP ax5 is min(max(P ax5(t), 1 − I rf 4(t)), 1 − Blimp1(t)). Then, once the complete set of ODEs is determined, the resulting system is numerically integrated by sampling a large number of random initial states. The asymptotic solutions of the system of ODEs can then be compared with the known activation patterns characterizing each of the aforementioned B cell phenotypes.
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Specifically, the method allowed the identification of attractors corresponding to the reported activation patterns of Naive, GC, Mem, and PC B cell phenotypes. Additionally, the SQUAD method was used to study the temporal response of the regulatory network to external stimuli with varying levels of intensity to simulate the effect of relevant biological signals and to evaluate the effect of multiple perturbations such as gain- and loss-of-function mutations. The model was able to recapitulate the dynamical behavior of the set of key molecules involved in the differentiation of B cells [45]. Moreover, the model allowed the prediction of regulatory interactions that are necessary for the correct specification of multiple cell types during terminal B cell differentiation. Furthermore, the model gave theoretical support for the instructive role of cytokines involved in this differentiation process. And finally, the model explained the mechanism underlying the dynamical robustness of the PC attractor, a property that closely resembles the stability of the terminally differentiated plasma cells.



4 Summary and Outlook There is a large variety of network modeling approaches; the selection of a particular methodology mostly depends on the available information and the kind of question one is seeking to answer. Specifically, the SQUAD method allows the construction of qualitative dynamical models of regulatory networks by making use of available experimental information where there is a lack of kinetic parameters. This method was developed to analyze the nature and number of the stationary states found in a regulatory network under different scenarios, such as gain- and loss-offunction mutants, or the presence of external stimuli. Despite the usefulness of the SQUAD method, there is ample room for improvement. For example, some future refinements might incorporate stochastic effects on the concentration of molecules by adding noise to the nodes. Also, it would be desirable to include modifications that permit the transformation of multivalued discrete systems into ODE systems. These and other modifications might be re-implemented in the form of a user-friendly software package to facilitate the construction and exchange of models. Moreover, a long-term desirable goal would be to seek integration of SQUAD with other methods and platforms that complement it, such as GINsim [51], BoolNet [52], MaBoSS [53], JIMENA [54], and The Cell Collective [55].
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5 Conclusions SQUAD was developed to provide a flexible methodology to develop continuous models of regulatory networks, whenever only qualitative information is available. It can also be used as an initial tool for understanding the qualitative behavior of a network before embarking in the use of more refined, complex, and timeconsuming modeling techniques. The successful use of SQUAD to understand the dynamical behavior of different biological systems shows its value as a tool of first choice for modelers. In agreement with this, a comparative study carried out in [56] found SQUAD to be computationally more efficient than Odefy and CellNetAnalyzer tools [28, 57]. Recently, the group of Thomas Dandekar and colleagues implemented an optimization algorithm using RBDD Boolean representation methods and developed a tool called JIMENA to simulate regulatory networks. They found that with their optimization procedure the method performs as efficiently as SQUAD (old version) [54]. Although comparisons with the new version of SQUAD has not been carried out, in our hands we have been able to analyze regulatory networks comprising more than 80 nodes efficiently [14]. SQUAD was developed for qualitative modeling, thus it would not be an ideal tool for use in those systems with extensive presence of cooperative binding or allosteric regulation, where the kinetic details are of importance to determine the behavior of the system [58, 59]. Only very general molecular mechanisms are able to be included in the SQUAD equations; details of such mechanisms cannot be incorporated into the equations. The SQUAD method focuses on the modeling on system characteristics derived by the flux of information of the regulatory circuits, rather than in the details of molecular mechanisms. SQUAD was developed to better understand the role of regulatory networks in the process of cellular differentiation. The flexibility and performance of the methodology, however, has allowed it to be used as a general tool in the analysis of the dynamical properties of regulatory networks. Its main strength is its capacity to analyze graded signals whenever the available information allows only for the construction of Boolean regulatory network models. Due to the large diversity of biological systems, modeling methods must be continuously created and modified to make the best possible use of all the available experimental information.
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Chapter 10 miRNet—Functional Analysis and Visual Exploration of miRNA–Target Interactions in a Network Context Yannan Fan and Jianguo Xia Abstract To gain functional insights into microRNAs (miRNAs), researchers usually look for pathways or biological processes that are overrepresented in their target genes. The interpretation is often complicated by the fact that a single miRNA can target many genes and multiple miRNAs can regulate a single gene. Here we introduce miRNet (www.mirnet.ca), an easy-to-use web-based tool designed for creation, customization, visual exploration and functional interpretation of miRNA–target interaction networks. By integrating multiple high-quality miRNA-target data sources and advanced statistical methods into a powerful network visualization system, miRNet allows researchers to easily navigate the complex landscape of miRNA–target interactions to obtain deep biological insights. This tutorial provides a step-by-step protocol on how to use miRNet to create miRNA–target networks for visual exploration and functional analysis from different types of data inputs. Key words miRNA–target interaction, miRNA functional analysis, Network analysis, Visual analytics, Empirical sampling, Microarray, RNA-seq, RT-qPCR, Differential expression analysis



1 Introduction MicroRNAs (miRNAs) are endogenous small noncoding RNAs that can bind to their target mRNAs to suppress mRNA translation or induce mRNA degradation [1]. MicroRNAs modulate many fundamental biological processes such as cell-cycle control, development, and apoptosis. Their deregulations have been implicated in cancer, cardiovascular disease, neurological disorders, etc. [2]. Recent studies have shown that miRNAs may also participate in cross-species communications between host, parasites, and gut microbiota [3, 4]. Identification of miRNA targets is the first step toward understanding miRNA functions. Both computational and experimental approaches are commonly employed to perform the task. The computational algorithms are based primarily on estimating the binding affinities of miRNA–target interactions [5–7]. Though Louise von Stechow and Alberto Santos Delgado (eds.), Computational Cell Biology: Methods and Protocols, Methods in Molecular Biology, vol. 1819, https://doi.org/10.1007/978-1-4939-8618-7_10, © Springer Science+Business Media, LLC, part of Springer Nature 2018
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very useful, the predicted interactions suffer from high false positive rates [8]. In responding to this issue, recent years have witnessed a growing number of large-scale studies on miRNA– target interactions using high-throughput experimental methods such as cross-linking and immunoprecipitation coupled to deep sequencing (CLIP-seq) or high-throughput sequencing coupled with cross-linking and immunoprecipitation (HITS-CLIP) [9, 10]. The resulting high-quality miRNA–gene interactions datasets are available in several databases [11–14]. More specialized databases have also been developed in recent years, connecting miRNAs to diseases, small compounds, long noncoding RNAs (lncRNAs), and epigenetic modifiers [15–20]. After target genes have been identified, researchers need to annotate these genes for their participation in pathways and biological processes, followed by testing whether some of those predefined functions are overrepresented in the target genes [21]. Recently, Bleazard et al. showed that strong biases could be introduced when directly applying the enrichment analysis on target genes, and proposed to use an empirical sampling based approach to identify enriched functions within miRNA target genes [22]. It is well established that a single miRNA can target multiple genes and one gene is often regulated by many miRNAs. It is through these complex interactions that miRNAs exert their collective influences to fine-tune the expression profiles of their target genes. An efficient way to navigate such complex many-tomany relationship is to use a network-based visualization approach to obtain a global understanding of the system [23–25]. We have recently developed miRNet [26], a user-friendly webbased tool designed to help researchers to intuitively perform the three common tasks during miRNA functional analysis: (1) miRNA target identification and refinement, (2) network-based visual exploration, and (3) functional enrichment analysis. miRNet currently supports miRNA-target analysis and visualization for nine different organisms using a comprehensive miRNA-target database (Table 1). In addition, miRNet also provides support for differential expression analysis for data generated from RTqPCR, microarray, or RNA-seq experiments. In this protocol, we show how to create miRNA–target interaction networks from a list of miRNAs, followed by functional analysis on target genes; Secondly, we show how to perform miRNA–target interaction network analysis from a RT-qPCR data; Finally, we show how to create a functional interaction network from a list of bioactive compounds and their perturbed miRNAs.
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2 Methods 2.1 Network Creation and Visual Analysis from a List of miRNAs



Section I: Data upload and network creation 1. Go to the miRNet home page (http://www.mirnet.ca). At the center of the page, there are nine round buttons corresponding to nine different data inputs supported by miRNet (Fig. 1). In this protocol, we show how to create miRNA–target gene interaction networks from a list of miRNA IDs. 2. Click on the “miRNA” button to start. In the data upload page, users need to first specify organism, miRNA ID type and target type. miRNet currently supports nine organisms (H. sapiens, M. musculus, R. norvegicus, B. taurus, G. gallus, D. melanogaster, C. elegans, D. rerio, and S. mansoni), two types of miRNA IDs (miRBase ID and accession number), and five types of miRNA targets (genes, diseases, lncRNAs, small molecules, and epigenetic modifiers). Note that some miRNA targets are only available for certain organisms (Table 1). 3. Copy and paste a list of miRNA IDs (miRBase IDs or accession numbers) to the data input area, with one ID per row. In this case, we will use the example data provided by miRNet. Click the “Try Example” button on the bottom-left of the page. On the pop-up dialog, click the “OK” button to upload the example list, and miRNet will set the parameters for this



Fig. 1 The miRNet home page. The center is the navigation chart with nine buttons corresponding to nine different types of data inputs. Users need to click on a button based on their data to start analysis
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Table 1 The summary statistics of miRNA targets/associations available in miRNet Genes



Compounds



Diseases



LncRNAs



Epigenetic Modifiers



Human



327,209



3110



19,341



10,212



1932



Mouse



57,921



1062



-



-



610



581



-



-



-



Rat



23



Cattle



48,878



-



-



-



-



Chicken



82,164



-



-



-



-



-



-



-



-



-



-



-



-



-



-



-



-



-



4935



19,341



10,212



1955



Zebrafish



175



Fruit fly



283



C. elegans



3215



S. mansoni



1274



Total



521,729



148 34



example data (Fig. 2). Click the “Submit” button to upload the miRNA list. An “OK” message will show up on the topright corner of the page after a few seconds. 4. Click the “Proceed” button on the bottom-right of the page to search gene targets for those uploaded miRNAs. 5. The miRNA–target interaction table will be displayed after a few seconds (Fig. 3). The first two columns comprise the query IDs and their corresponding links to miRBase. The third and fourth columns are the identified target gene symbols and their links to GenBank. The fifth and sixth columns show supporting evidence and the associated literature publications for the miRNA–target interactions. The last column (“Action”) allows users to manually delete a particular interaction. Users can click the column headers of the first or third column to sort the table or to search for specific miRNA or gene target. The table can be downloaded as a CSV file by clicking the “Download” button on the top-right of the table. 6. (Optional) Users can apply data filters to further improve the quality of the default miRNA–target interaction data. To do this, click the “Data Filter” button on the top-right of the table to bring up the dialog (Fig. 4). Users need to specify three parameters—the column to be filtered (“Target Column”); a keyword and matching criteria—“(Character) Matching,” “(Character) Containing,” or “(Numeric) At least”; and whether to “remove” or “keep” rows that meet the specified criteria. Note the numeric value filter is mainly
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Fig. 2 A screenshot of the miRNA upload page using the example miRNA list



Fig. 3 The miRNA–target interaction table. It has seven columns that can be used for searching and data filtering. The “Data Filter” button is on the top-right with “Reset” and “Download”
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Fig. 4 A screenshot showing the Data Filter Dialog



designed to filter the miRNA gene targets for cattle, chicken and S. mansoni, predicted using the well-established mirSVR algorithm [5]. 7. Click the “Proceed” button to the “Network Builder” page to create the miRNA–gene interaction networks (Fig. 5). This page summarizes the overall statistics of the miRNA– target interaction networks, the individual network(s) and the number of nodes and edges. It also offers a set of functions to further manipulate the networks (“Network Tools”). We recommend users to control the networks at a reasonable size ( JKD



The post-embryonic expression of JKD is reduced in shr mutant roots



SCR -> JKD



The post-embryonic expression of JKD is reduced in scr mutant roots



SCR -> WOX5



WOX5 is not expressed in scr mutants



SHR -> WOX5



WOX5 expression is reduced in shr mutants



ARF(MP)-> WOX5



WOX5 expression is rarely detected in arf(mp) or arf(bdl) mutants



ARF-> PLT



PLT1 mRNA is overexpressed under ectopic auxin addition. PLT1&2 mRNAs are absent in the majority of arf(mp) embryos



Aux/IAA–|ARF



Overexpression of Aux/IAA genes represses the expression of ARF(DR5) both in the presence and absence of auxin. Domains III & IV of Aux/IAA genes interact with domains III & IV of ARF stabilizing the dimerization that represses ARF transcriptional activity



Auxin–| aux/IAA



Auxin application destabilizes Aux/IAA proteins. Aux/IAA proteins are targets of ubiquitin-mediated auxin-dependent degradation



3.2.3 Dynamical Analysis with BoolNet



We use the logical rules proposed by Azpeitia and collaborators (summarized in Table 5) to perform the analysis in BoolNet. The rules are loaded by simply using the function loadNetwork(“root_SCN.txt”), where root_SCN.txt is a text file containing the logical rules, which should be saved in the current R working directory. Figure 6 shows the wiring diagram of the root SCN-GRN, a graphical representation of the Boolean rules used to define the network.
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Table 5 Arabidopsis root SCN-GRN Boolean functions List of state variables X = [SCR, PLT, ARF, AUXIAA, AUX, SHR, JKD, MGP, WOX5] Boolean functions SCR, (SHR & SCR & !JKD & !MGP) | (SHR & SCR & JKD & MGP) | (SHR & SCR & JKD & !MGP) PLT, ARF ARF, !AUXIAA AUXIAA, !AUX AUX, AUX | !AUX SHR, SHR JKD, SHR & SCR MGP, SHR & SCR & !WOX5 WOX5, (ARF & SHR & SCR & !MGP & !WOX5) | (ARF & SHR & SCR & !MGP & WOX5) | (ARF & SHR & SCR & MGP & WOX5)



Fig. 6 Wiring diagram of the Arabidopsis root SCN-GRN. Single-cell root SCN GRNs proposed in [15]. Nodes represent genes and edges represent regulatory interactions among them. The effect of the interaction is symbolized with arrows and flat arrows for activating or repressing interactions, respectively. Note that when using BoolNet ’s function plotNetworkWiring the resulting plot does not distinguish between activating and repressing interactions
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Fig. 7 Attractors and state transition graph of the root SCN-GRN. (a) Genetic configuration of the four attractors obtained from the root SCN-GRN. These attractors correspond to the experimental gene expression profiles of the cell/types found at the root SCN. (b) State transition graph, representing each attractor’s basin of attraction



Once the network is loaded into BoolNet, we follow the same dynamical analysis presented above for the random network. In summary, we find the network’s attractors and describe their corresponding attraction basins. The output of the functions getAttractors() and plotAttractors()indicate that the network converges to four attractors (Fig. 7a). The recovered attractors correspond to the expression profiles of the four cell types found in the Arabidopsis root SCN (Table 6):VI,CEI, QC and CEpI [15]. This suggests that cell-type gene-expression patterns in the root SCN result from the restrictions imposed by the uncovered GRN developmental module. As explained above, each attractor’s basin of attraction can be graphically represented using the function plotStateGraph() (Fig. 7b). 3.3 Modeling the EL



In a systems biology conceptual framework, a cell is represented as a dynamical system governed by an underlying GRN. The trajectories leading to the attractors can be naturally associated to the valleys depicted in the EL metaphor proposed by Waddington [27]. Although the idea underlying the EL metaphor is intuitively easy to understand, it cannot be directly operationalized with the conventional Boolean GRN formalism. GRN attractors are steady states, this implies that once a network reaches an attractor state it
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Table 6 Gene expression profiles of the root SCN cell types (expected attractors) Cell type



PLT



Auxin



ARF



Aux/IAA



SHR



SCR



JKD



MGP



WOX5



QC



1



1



1



0



1



1



1



0



1



VI



1



1



1



0



1



0



0



0



0



CEI



1



1



1



0



1



1



1



1



0



CEpl



1



1



1



0



0



0



0



0



0



will stay there indefinitely unless an external force moves the system out of such a state. In real developmental processes, however, cells transit from one cell state (attractor) to another. A cell can change its state by two nonexclusive mechanisms. On the one hand, cell state changes can be driven by intrinsic stochastic fluctuations of the molecular system. On the other hand, cells can change state in response to extrinsic signaling factors [28, 29]. Both mechanisms can be modeled within GRN dynamics. Stochastic noise can be introduced to the model causing cells to jump around the landscape without requiring any parameter changes. The effect of extrinsic factors can be modeled by altering the parameters of the network structure and thus changing the attractors landscape [30]. Thus, in order to characterize the EL associated with a Boolean GRN, it is necessary to extend the discrete network model in order to explore transitions between attractors. Here we consider a modeling extension to include stochastic intrinsic perturbations. This is achieved by randomly perturbing the state of the genes in the network causing “jumps” among attractors. This scenario assumes that developmental transitions are the natural consequence of the regulatory restrictions themselves and not of the signaling mechanisms. The fact that genetic regulatory interactions represented in a GRN are biochemical reactions subject to stochastic fluctuations makes the inclusion of stochasticity to any proposed GRN model a valid assumption. Given the nonlinear restrictions imposed by the underlying regulatory network, the potential jumping patterns among network states will not be equally likely, in spite of unbiased stochasticity. This interacting effect between nonlinearity and stochasticity enables the discovery of nontrivial, robust patterns of transitions. Based on the considerations above, we proceed by introducing a general strategy for the practical extension of a validated Boolean GRN in order to produce an EL model. The framework is exemplified in the next section, and it comprises three steps:
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1. Computational simulation of cell state changes in response to perturbations generated by introducing stochasticity into the Boolean dynamics. 2. Analysis of the prevailing paths of cell fate change for estimating an interattractor transition probability matrix. 3. Characterization of the temporal evolution of the probability distribution over attractor states. 3.3.1 Introducing Stochasticity to the Boolean Dynamics



Stochastic noise can be introduced to a GRN in different ways (see Note 6). Here we use the model known as stochasticity in nodes (SIN) [31], which introduces stochasticity by considering a fixed probability for a gene to disobey its updating rule. In other words, under the SIN model, even if the updating rules of a gene X imply that it should be active (or inactive) in the next time step, there is a certain probability of the contrary output to occur. Under this stochastic dynamics, a given initial configuration will no longer converge to the same attractor every time. The probability of the network to pass from one network state to another can be estimated by iterating the stochastic rule a large number of times (at least 1000 times) and estimating the frequency of the interstate transitions. The estimated transition probabilities can then be used to study the behavior of the system and to make statistical predictions of cell state transitions.



3.3.2 Building the Interattractor Transition Matrix



The state transition probabilities we are interested in are those that occur between network states belonging to different basins of attraction. The probabilities of passing from any attractor to any another are arranged into an interattractor transition matrix (IATM). In order to estimate the IATM, we first introduce stochasticity to the GRN and iterate the stochastic functions for every network state a large number of times. For every iteration, we must store the basin of attraction the original state belonged to, and the basin of attraction it reaches after introducing stochasticity and applying the updating rules. Using this simulated state transition, the interattractor transition probabilities are calculated as the relative number of times the network “jumps” to every possible attraction basin starting from the one the initial state belongs to.



3.3.3 Downstream Analyses to Characterize the EL



Once the IATM has been computed, downstream analyses can be performed in order to uncover the underlying EL structure emerging from the regulatory restrictions. Some of these analyses include computing the temporal order of attractor attainment and the attractor relative stability and global ordering. We will explain the basic ideas underlying these analyses.



3.3.4 Temporal Sequence of Attractor Attainment



Computing the temporal sequence of attractor attainment is a basic approach to developmental phenomena that involves uncovering
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the regulatory basis for the typical temporal sequence of cell-type acquisition. To perform it, it is necessary to have a hypothesis about the initial distribution of cell-types. This means that a given process begins with a population of cells distributed across the available cell-types. Further throughout the process, some of those cell types differentiate into other cell types. In the present model, the changes between cell-types are encoded in the IATM, and the process of cell population differentiation is simulated by multiplying an attractor distribution vector times the IATM. In order to perform this analysis, an initial cell-type (attractor) distribution vector must be defined. This is a vector PX (t0 ) = (p1 (t0 ), p2 (t0 ), . . . , pK (t0 )), where pi (t0 ) represents the probability of the network being in attractor i at the initial time t = 0. From a cell population point of view, the probability of attractor i at any time is interpreted as the percentage of cell type i in the population at that time. Having the initial distribution vector, the dynamics of each attractor’s probability in time is simulated by iteratively multiplying the distribution vector times the IATM a certain number of time steps. As proposed in [17], the succession of attractors’ probability maxima then corresponds to an intrinsic explanation for the emerging temporal order observed during a developmental process. 3.3.5 Relative Attractor Stability and Global Ordering



During development, the zygote differentiates into different cell types in a defined and robust order, which makes most steps in the cell differentiation process irreversible. GRNs, proposed as a representation of the genetic mechanism underlying cell differentiation, are expected to recover the observed sequence of attractors in the presence of noise. Zhou and collaborators proposed a method to calculate the global attractor ordering of a given GRN based on an attractor’s relative stability [19]. Relative stability of attractors reflects the relative ease for transitioning from an attractor (A) to another attractor (B) given a certain degree of stochastic noise, i.e., the probability of passing from attractor A to attractor B. The relative stabilities in a GRN are expected to be asymmetric between any pair of attractors, which gives the attractor ordering directionality (i.e., irreversibility during cell differentiation). Relative stabilities of a GRN attractor can be calculated by the mean first passage time (MFPT) from a given IATM as proposed by Zhou and collaborators [17]. The MFPT between attractors A and B is the expected number of time steps until reaching attractor B starting from attractor A. MFPTs can be calculated either by implementing the matrix-based algorithm proposed in [32] or by means of numerical simulation. After defining the MFPT among every attractor pair, a net transition rate (di,j ) between attractor i and j is defined in terms of the MFPT as follows: di,j =



1 1 − MFPYi,j MFPTj,i
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The attractor global ordering can be obtained by calculating the transition rate among all the attractors. The consistent global ordering of the attractors is given by the attractor permutation in which all transitory net transition rates from an initial attractor to a final attractor are positive, as proposed in [19]. This can be illustrated by constructing a network using the transition rates matrix as an adjacency matrix and highlighting the positive transition rates. In the global ordering network nodes are the attractors and the arrows connecting them are the transition rates among them. From such a network one can recover the global ordering looking for the path that connects all the attractors through positive transition rates. We have implemented all the modeling extensions introduced in this section so that they can be applied directly to the output of the dynamical analyses presented in the previous sections. In what follows we exemplify their use. 3.3.6 Implementing the EL Protocol



We have coded functions in R for a practical implementation of the complete framework of EL modeling, applicable to a dynamically analyzed Boolean GRN (see Subheading 3.2). These functions recover the steps explained above for EL modeling, these are: calculation of the IATM, temporal sequence of attractor attainment, and attractors global ordering. We apply these functions to the Arabidopsis root SCN-GRN analyzed above, and interpret the results.



3.3.7 Calculating the IATM



The first step is the calculation of the IATM. For this purpose we coded the function Implicit.InterAttractor.Simulation (Network, P.error, Nreps), which estimates the IATM by simulating stochastic node perturbations in the network dynamics. It takes as inputs a Boolean GRN, an error probability (see Note 7) and the desired number of iterations (1000 or more) to be performed over each network state. The function works as follows: 1. Recovers the state space of the network and the attraction basin each state belongs to. 2. Computes the state transition for every initial state. 3. Changes the state of every gene considering the given error probability. 4. Identifies the attraction basin of the resultant perturbed transitory state. 5. Records every change of attraction basin. The steps are repeated the indicated number of times and the frequency of observed transitions among all the attractor basins is estimated (for details, see [18]). Using this function, we estimate the IATM for the root SCN-GRN considering an error probability
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Table 7 Interattraction probability matrix for the root SCN-GRN, with an error probability of 0.05 CepI



VI



CEI



QC



CepI



0.9498



0.0479



0.0011



0.0012



VI



0.0513



0.9032



0.0239



0.0216



CEI



0.0509



0.0745



0.8141



0.0605



QC



0.0502



0.0608



0.0796



0.8094



of 0.05 and 1000 repetitions. The resulting IATM is shown in Table 7. Note that due to stochasticity interattractor probabilities in different simulations will vary slightly. 3.3.8 Estimating the Attractor Temporal Evolution



Once having calculated the IATM, the temporal sequence of attractor attainment can be easily estimated. For a practical implementation, we coded the function. Plot.Probability.Evolution(TPM, Initial, Attrs Names, timeF). It takes as inputs an IATM, the name of the initial attractor, the names of all the network’s attractors in the same order as they are obtained by getAttractors, and the number of times to iterate the process. As mentioned above, we need to provide an initial attractor distribution to calculate the temporal evolution. In this function, the initial attractor provided by the user is assumed to be the only cell type present in the initial distribution. The result of the function is a matrix with the attractor’s probability distribution corresponding to each timestep, and a plot that illustrates the dynamics of each attractor’s probability and their temporal attainment order. We calculated the temporal order of cell-type attainment in the root SCN, using as input the IATM calculated above with an initial distribution of quiescent center cells for 50 time-steps: Plot.Probability.Evolution (IAT_5, Initial = “QC”, AttrsNames = c (“CEpI”,“VI”,”CEI”, “QC”), timeF = 50). In the resulting plot (Fig. 8) the obtained temporal order of cell types follows sequentially: QC, CEI, VI, and CEpI. The biological interpretation of this result is not straightforward since the root SCN has a continuous production of cells and the characteristic cell-types follow a topological order rather than a temporal one. Alvarez-Buylla and collaborators proposed one of the first methodological frameworks for the exploration of the EL. They proposed a GRN underlying the cell-types of early flowering in A. thaliana, and through an IAT approach they recovered the temporal sequence of cell types observed during flower development [17].
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Fig. 8 Temporal sequence of cell–fate attainment pattern in the root SCN-GRN, starting with quiescent center cells. Each line in the plot corresponds to each attractor’s probability of occurrence through time, the vertical lines indicate the time of the maximum probability for the corresponding color-coded attractor



The last analysis we present here is the global ordering of attractors, for which it is necessary to calculate the MPFT and transition rate matrices. We have created the functions Calculate.MFPT.Matrix and MFPT.Transition.Rates, which calculate the MFPT matrix among attractors of a BN and their corresponding transition rates, respectively. The former function calculates the MFPT taking as inputs an IATM and the names of the obtained attractors. The latter function takes as input the calculated MFPT. Once we have calculated the inter attractor transition rates, we can obtain the attractor global ordering. We created the function Plot.Attractor.Global.Ordering, which takes the transition rates matrix as input and creates a network from the attractors’ transition rates that highlights the positive transition rates as red arrows. As mentioned above, the attractors global ordering is the path in the network that passes through every attractor by positive transition rates. Using these functions and the IATM calculated above, we calculated the MFPT matrix (Table 8) and the transition rates matrix (Table 9) of the root SCN-GRN. Finally, we plotted the attractors’ global ordering network (Fig. 9a) using the latter matrix as input. In Fig. 9, we can see that the temporal flow of the root
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Table 8 Mean first passage time among attractors of the root SCN-GRN CEpI



VI



CEI



QC



CEpI



0



20.52



80.14



90.49



VI



20.38



0



63.26



72.76



CEI



20.40



16.34



0



59.53



QC



20.45



17.41



47.48



0



Table 9 Transition rates among attractors of the root SCN-GRN CEpI



VI



CEI



QC



CEpI



0



−0.0027



−0.0387



−0.0406



VI



0.0027



0



−0.0455



−0.0432



CEI



0.0387



0.0455



0



−0.0040



QC



0.0406



0.0432



0.0040



0



Fig. 9 Global order of the root SCN-GRN attractors. (a) Global order network of the SCN attractors. The global order corresponds to the path of positive interactions passing through all of the attractors, the corresponding path is highlighted in the image. (b) Graphical interpretation of the landscape inferred from the attractor’s global order



SCN attractors follows the order: QC -> CEI -> VI-> CepI, which corresponds to the probability evolution of attractor attainment starting from QC. From the attractor global ordering, we can infer a representation of the EL as rifts and valleys as shown in Fig. 9b.
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The transitions uncovered by the EL extension indicate that progenitor cells in the root stem cell niche are prone to differentiate into specific cell type given their current state, and as a natural consequence of the regulatory constraints. For example, our results would suggest that cells from the QC have a natural tendency to transit to the CEI state. Such prediction could be an interesting starting point to propose hypotheses for the analysis and interpretation of, for example, single-cell expression data, which is becoming more available [33, 34]. The predictions can also be relevant for in vitro differentiation experiments, given that the current model is not considering any additional, tissue-level restriction to the intrinsic regulatory interactions. Ultimately, the modeling protocols presented here should ideally be integrated with experiments. Interdisciplinary systems biology approaches considering the interplay among model building, analysis/simulation, and experimentation enable the discovery and interpretations of interesting and counterintuitive observed behaviors (see, for example 20).



4 Conclusion and Outlook Computational modeling is a useful approach for understanding biological developmental processes. Integration of molecular genetic and genomic information in GRNs, allows the postulation of computer models that explore the epigenetic landscape, as theoretically proposed by C.H. Waddington [5]. Cross talk between experimental, theoretical, and computational approaches to biological systems is necessary for an integral comprehension of developmental processes. In this chapter we present a framework for the analysis of the epigenetic landscape associated with a GRN. The proposed methodology is based on the Boolean modeling of GRNs, a useful scheme for explaining the different gene expression patterns among cell types as attractors of an underlying GRN. Moving forward from the Boolean dynamical analysis, the epigenetic landscape associated with a GRN is characterized by introducing stochasticity to the model and by measuring the probability of transitioning among attractors. The introduction of stochasticity makes possible the exploration of the epigenetic landscape implicit in the proposed GRN. We include a comprehensive exposition of our proposed methodology, together with its computational implementation. We expect the toolkit and conceptual interpretation put forward here to be useful resources for the systems biology community interested in modeling plant developmental processes.
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5 Notes 1. A node in a GRN represents a variable describing the system behavior. In a general dynamical model variables are chosen both for practical and fundamental considerations. On the one hand, it is preferable to choose a variable whose value is easy to approximate experimentally. On the other hand, the modeler is commonly interested in finding variables that reflect relevant characteristics about the functional behavior of the system, and which are involved in the mechanistic basis underlying the latter. Although in a GRN, nodes are generically referred to as genes, these can represent any cellular element whose activity has a strong influence on the cellular phenotype. These elements commonly are proteins or protein complexes, signaling molecules, miRNAs, or groups of various elements representing a process. Due to the generality of the underlying modeling apparatus (i.e., a dynamical system), any kind of variable that changes with time can be considered a node in the network. 2. For a given GRN, an attractor is a network state which, if taken as an input for the Boolean functions, either does not move the network to another state (steady state attractor), or only moves through the same set of states (cyclic attractor). In other words, it is a network state (or sequence of states) that does not change in time. Every network state not belonging to an attractor is a transitory state that eventually leads to an attractor. 3. Boolean GRN model construction is an intuitive process in which experimental regulatory interactions are transferred into Boolean syntax. This process involves the integration of large amounts of experimental evidence obtained from the literature to be formalized as Boolean rules or truth tables. Experimental natural-language expressions can be stated as Boolean functions in a straightforward manner, as shown in Table 4. We will use an example from the root SCN-GRN to illustrate this process: Roots with shr or scr knockdown show reduced expression levels of JKD. This suggests that: SHR and SCR are positive regulators of JKD. The latter statement can be transformed easily into a Boolean function such as: JKD = SCR AND SHR 4. The dynamical analysis of a Boolean network recovers the network’s steady states (attractors). In GRN models of developmental modules, attractors are considered as an abstract
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representation of cellular phenotypes, experimentally accessible through gene expression profiling. In order to validate a proposed GRN, the expected attractors have to be defined, i.e., the expression profiles of the cell-types of interest must be identified from experimental evidence and coded into a Boolean vector. For a GRN to be experimentally validated, the attractors it recovers must match the expected attractors. Nevertheless, it is important to keep in mind that different networks converge to the same set of attractors. Experimental evidence should weight the evaluation process of competing models. 5. The BoolNet package has straightforward ways to implement knockout and overexpression simulation experiments. Specifically, the genes within the network can be set to a fixed value (0 for knockout, and 1 for overexpression). Calculations can then be performed on the modified network, with the only difference that the assigned value, and not the one generated by corresponding transition function, will be used through the simulation. The function fixGenes() takes as input the network, the name of the gene to be perturbed, and the value to be fixed (0 or 1). Then all the other dynamical analysis, such as attractor identification, can be performed on this newperturbed network. 6. When working with Boolean GRNs, stochasticity can be introduced either by the SIN method (see Subheading 3.3.1) or by the stochasticity in function (SIF) method. In the SIF method, stochasticity is modeled at the level of biological functions (i.e., Boolean functions in the GRN), i.e., implicitly behaving contrary to what the Boolean function indicates and not just flipping the state of a gene as in the SIN model (for details see refs. 26, 31). 7. The level of noise (error probability) used in a stochastic model determines the behavior that will be recovered. When introducing stochasticity to a Boolean network, very small levels of noise are not strong enough to make the system leave an attractor so no state transitions will be recovered. On the other hand, high levels of noise cause the system to jump among attractors completely randomly losing the information contained in the network. An appropriate noise level shows a nontrivial behavior in which there are state changes following the logic of the network. Levels of error probability used for Boolean GRNs range normally form 0.01 to 0.1 [16, 17], but different values should be tested.
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Chapter 18 Developing Network Models of Multiscale Host Responses Involved in Infections and Diseases Rohith Palli and Juilee Thakar Abstract Complex interactions involved in host response to infections and diseases require advanced analytical tools to infer drivers of the response in order to develop strategies for intervention. This chapter discusses approaches to assemble interactions ranging from molecular to cellular levels and their analysis to investigate the cross talk between immune pathways. Particularly, construction of immune networks by either data-driven or literature-driven methods is explained. Next, graph theoretic approaches for probing static network properties as well as visualization of networks are discussed. Finally, development of Boolean models for simulation of network dynamics to investigate cross talk and emergent properties are considered along with Boolean-like models that may compensate for some of the limitations encountered in Boolean simulations. In conclusion, the chapter will allow readers to construct and analyze multiscale networks involved in immune responses. Key words Boolean modeling, Biological networks, Gene networks, Graph theory, Systems immunology



1 Introduction Molecular changes associated with diseases and infections are complex and encompass a large range of temporal- (millisecond to years) and spatial (molecular to whole body) scales [1]. Investigation of these molecular changes is necessary in order to identify determinants of disease/infection outcome. As technological advances are facilitating measurements of thousands of genes (RNA-sequencing), proteins (proteomics), and cells (multidimensional flow cytometry) over time, the requirement of advanced computational techniques to identify the determinant of the disease/infection outcome is becoming increasingly clear [2–4]. Network analysis allows investigation of the molecular and cellular level changes and association between those by depicting discrete biological entities (genes, proteins and cells) in a mathematical format to study molecular pathogenesis [5–7]. Typically, a Louise von Stechow and Alberto Santos Delgado (eds.), Computational Cell Biology: Methods and Protocols, Methods in Molecular Biology, vol. 1819, https://doi.org/10.1007/978-1-4939-8618-7_18, © Springer Science+Business Media, LLC, part of Springer Nature 2018
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network includes interactions between nodes representing biological entities such as genes, proteins, or cells, which are connected by edges. The definition of nodes depends on underlying questions; for example, nodes could represent specific molecules (e.g., genes or proteins) or multiple types of molecules as in a multilayered network encompassing mRNAs, transcription factors, and signaling proteins [8, 9]. Similarly, edges can describe a wide range of interactions, including physical binding, transcriptional or translational regulation, and in addition to other functional relationships, such as phosphorylation or catalysis [10, 11]. Defining nodes and edges in a context-specific manner allows investigation of regulatory principles, which underlie the observed disease or infection outcome [12]. Investigation of regulatory principles can identify cross talk between signaling pathways that is not reflected in linear examinations of pathways or traditional singleelement perturbation experiments. Furthermore, computational perturbation of nodes and edges provides a low cost method for probing system-level dynamics. For example, one could investigate response to infections upon perturbation of signaling molecules by drugs. Thus, context-specific network modeling allows investigation of complex multiscale host responses. Molecular level networks frequently investigate transcriptional and posttranscriptional regulation whereas cellular networks consider interactions between cells and cytokines in the context of infections and diseases [7, 13]. Explosion of RNA-sequencing and microarray data has facilitated network modeling of transcriptional networks. These networks can define states of specific immune cells or of mixtures of cells, such as peripheral blood mononuclear cells (PBMCs), and have been instrumental in understanding responses to various infections and vaccines [14, 15]. Cellular networks are much less studied at the systems level due to limitations in our ability to measure the cells and cytokines at large scale. However, recent development in multidimensional cytometry techniques, such as CyTOF, will facilitate large scale development of cellcytokine networks and their modeling [16, 17]. In the meanwhile, manually curated cell-cytokines’ networks at smaller scale have been developed [13] and have revealed cytokines involved in cross talks and modulating the infection outcome [18]. Thus, molecular and cellular networks have been instrumental in organizing and analyzing complex multitype datasets. In this chapter, we discuss the construction of molecular networks, methods for analysis of static networks, methods for simulation of signals over biological networks, and available computational resources.
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Fig. 1 Examples of data-driven and knowledge-driven antiviral networks: (a) JAK-STAT pathway from KEGG which is frequently enriched in transcriptomic datasets measuring response to several strains of influenza infections [15]. (b) Shortest path and (c) nearest neighbors of three genes (STAT1, IRF9, and STAM) from KEGG JAK-STAT pathway in Influenza responsive network inferred from transcriptomic data from Epithelial cell (A549) cells [20]



2 Construction of Interaction Networks at Molecular Level Construction of interaction networks at molecular level can be performed using data-driven approaches, which infer linkages from high-throughput data, or on knowledge-driven approaches, which generally utilize either expert-curated interaction databases or text mining of literature [19]. Biological knowledge repositories serve as a starting point for knowledge-driven network construction. Some repositories specialize in particular types of pathways or networks whereas others attempt to create centralized, general-purpose network storehouses (Fig. 1). In general, such repositories fall into three categories (Table 1): (1) Storehouses of interaction data such as physical interactions, phosphorylation and genetics interactions, (2) Pathway repositories, which list predefined pathways and might allow the users to overlay data on top of those pathways and (3) Pathway aggregator tools, which mine the repositories of molecular interaction to display integrated information from independent sources. The tools in the third category lead to the most robust and complete description of biological knowledge. One popular aggregator of pathway databases is Pathway Commons [33], which
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Table 1 Three types of storehouses of molecular interactions: *I for interaction database, P for pathway repository, or N for network tool Name



Type*



Description



Reference



PhosophoSitePlus



I



Protein phosphorylation networks



Hornbeck et al. [21]



Human Protein Reference Database



I



Protein-protein interaction networks



Prasad et al. [22]



Database of Interacting Proteins



I



Protein-protein interaction networks



Salwinski et al. [23]



The Kyoto Encyclopedia of Genes and Genomes (KEGG)



P



Wide variety of pathways, particularly signaling cascades and metabolic pathways



Kanehisa et al. [10]



Small Molecule Pathway Database



P



Small molecule pathways



Jewison et al. [24]



NetPath



P



Signaling pathways



Kandasamy et al. [25]



WikiPathways



N



Wikipedia-like pathway aggregator



Kutmon et al. [26]



Reactome



N



Forum for biological network storage and retrieval



Joshi-Tope et al. [27], Croft et al. [28], and Fabregat et al. [29]



HumanCyc



N



Forum for biological network storage and retrieval



Romero et al. [30]



BioGRID



N



Forum for biological network storage and retrieval



Chatr-Aryamontri et al. [31] and [32]



PathwayCommons



N



Forum for biological network storage and retrieval



Cerami et al. [33]



combines many databases into a unified resource. Furthermore, standardized file formats have been proposed to facilitate use of the networks, foster collaboration across disciplines, and ensure interoperability of databases and community code. Three notable file formats are Simple Interaction Format (SIF), Systems Biology Markup Language (SMBL), and Biological Pathways Exchange (BIOPAX) [34, 35]. SIF is the simplest way to represent networks. The SIF format represents biological interactions as a list of
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the interactions (edges) in the network along with interaction types [36]. SMBL and BIOPAX are both based on XML, a markup language that allows increased flexibility in defining data structure. Both formats are under active development as standards for the biological/ bioinformatics community. Of the two formats, BIOPAX includes more detailed metadata, but this is at the cost of being more complex [34, 35]. Apart from the three types of storehouses knowledge-driven networks can also be generated by mining the scientific literature. Literature mining must proceed in a stepwise manner through information (or literature) retrieval, entity (or node) recognition, information (or edge) extraction, text (rule) mining, and finally integration (of data) [37]. This information has been used to provide confidence intervals for the edges in molecular networks such as gene-gene association networks [38, 39]. However, frequently literature mining is the only method used for assembly of cellular networks because interactions at cellular level, e.g., between cells and cytokines are not typically stored in structured databases. After identification of relevant papers, data mining algorithms start with entity recognition algorithms to determine nodes in the network. These algorithms either use machine learning approaches to identify the context of references to nodes in the literature or tag nodes based on dictionaries of equivalent gene names. The edge inference is then performed in a process called information extraction by either Natural Language Processing (NLP) or cooccurrence [37]. Co-occurrence methods yield edges when two terms occur close to each other while NLP methods are able to yield more specific rules by extracting information from the structure of language [37]. While co-occurrence networks are more likely to capture extant edges, NLP algorithms can extract more meaningful information. One example of this approach is the use of SciMiner to create gene-gene and vaccine-gene (vaccine configurations, genes as nodes and interactions as edges) interaction networks, and compare them with fever-associated genes in order to hypothesize a set of genes that mediate vaccine-associated fever outcomes [40]. Additionally, FunCoup [41–43] and STRING [39, 44] provide an integrated approach, combining literature-based information with the interaction databases. Data-driven approaches, on the other hand, seek to leverage large data sets to determine network connectivity, and their development has been closely linked to the advent of high throughput technologies such as RNA-sequencing, proteomics, and metabolomics [20, 45–55]. Data-driven approaches measure associations between experimental measurements across time points, biologically independent replicates, or experimental perturbations of particular nodes (via knockout or overexpression of a gene for example) to determine linkages [55]. Associations can be determined by several metrics such as Pearson correlation and
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mutual information [18, 56]. However, these data-driven networks are dense and have many more nodes compared to the knowledgedriven networks. The associations could be observed due to primary or secondary regulations leading to higher frequency of false positives which do not inform about causality. Hence, to generate higher confidence data-driven networks, stringent cutoffs assessing strength of association and methods for integration of multiple data-sets should be used [20]. Construction of data-driven networks allows investigation of regulatory principles in a context-specific manner. We recently developed cell-specific influenza-responsive networks to identify specific antiviral responses generated by cells implicated in innate immune responses [20]. Our studies revealed very small overlap between antiviral responses across cell-types. Furthermore, analysis of patients’ blood transcriptional profiles under various disease states have identified transcriptional modules that can act as disease-specific transcriptional fingerprints and biomarkers, demonstrating the ability of network-based analysis to assist in distinguishing disease states [57]. Other algorithms to infer gene association networks are ARACNE [45] and weighted gene coexpression network analysis (WGCNA) [58]. Notably, these data-driven approaches almost exclusively generate undirected networks (Fig. 1a). Moreover, confidence in the inferred edges can be increased by integrating data-driven networks and knowledge-driven approaches [19]. These integrated approaches also enable inference of directionality [19]. The size and density of biological networks has increased with the amount of data generated by high-throughput experiments. Large biological networks are difficult to explore manually and analyzing them computationally is costly. Reducing network complexity can often improve the interpretability and computability of the networks. Many approaches can efficiently reduce the complexity of networks while preserving functional properties. Liu et al. followed a structural approach of trimming extraneous nodes from the network and collapsing chains of single links [19]. Wang and Albert, on the other hand, took a structural approach by finding networks that recapitulate the functional properties of the original network with a simpler structure [59]. Software packages for generating simple networks that explain evidence include NET-SYNTHESIS, a stand-alone program for construction and reduction of biological networks; Cellular Network Optimizer (CellNOptR), an R package for generation and analysis of Boolean networks that can also reduce networks; and BoolNet, an R package for simulation and analysis of Boolean networks that includes network reduction functionality [60–62].
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After network construction, graph-theoretical approaches are used to investigate the topological characteristics of a network to identify key regulatory nodes and interactions. Here we will briefly review commonly used graph-theoretical measures (please refer to Chistensen et al. [12] for additional details). Degree and centrality are related graph-theoretic properties which reflect the importance of a node in determining behavior of the network as a whole. Network connectivity denotes the robustness of the network to perturbations of individual nodes or edges. The degree of a node is the number of interactions in which the node participates. The node degree can further be segregated (if the network is directed) into in-degree and out-degree for incoming and outgoing edges. The out-degrees in many molecular networks are distributed closely to the power law in a scale-free manner [63–65]. This means that there are relatively few nodes with high degree (known as hubs) and many nodes with low degree [7, 66]. Typically, transcription factor nodes have high out-degree, which could be functionally linked to one transcription factor regulating a number of genes. Centrality reflects the importance of each node in signal-transduction through the network and is an area of active research. We have developed novel measures of centrality to estimate inhibitory effects of the nodes in the cell-cytokine networks, revealing stimulus dependent activation of the immune cells [18]. Betweenness centrality, another measure of centrality, counts the number of shortest paths between two network nodes that pass through a particular node. Nodes with high betweenness centrality are typically important in cross talk among signaling cascades. Moreover, connectivity measures allow estimation of accessibility between parts of a network, for example k-connectivity measures the connectivity of a subset of components in the network so that removal of nodes 2) of immune cells and cytokines in network motifs represent regulation of cells and cytokines by each other. Circle size corresponds to the raw number of observed motifs (maximum = 152), and grey gradation corresponds to the number of unique motif types. The figure reproduced from Campbell et al. [18]



3 Dynamics of the Networks Using Boolean Models Dynamic analysis of networks allows investigation of emergent properties, which can be mapped to clinical symptoms or observed phenotypes such as outcome of infections (severe or mild) or cell fate (dead or alive). Investigation of network dynamics also allows prediction of the effect of node perturbations by experimental intervention such as RNA interference (RNAi) or by drugs on emergent properties. Translation of static networks into dynamic models, however, is not trivial. Mathematical models describing interactions between each node of the network by ordinary differential equations (ODEs) provide detailed descriptions of the behavior of the system. However, ODEs need a great deal of parametrization, which is frequently unachievable for biological systems [94]. In contrast, increasing evidence supports a switchlike approximation of signaling cascades enabling development of network models with less parametrization [94]. Boolean models, a type of discrete dynamic models, can help understand the effect of network topologies on signal transduction. The nodes in these models have discrete ‘on’ or ‘off’ states based on whether abundance (e.g., concentration, or activity) of a node (molecular
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Fig. 3 Toy example of Boolean modeling: (a) circuit diagram representing regulation of A by C, H and G by the given logic rules. (b) results of a synchronous and (c) asynchronous simulation in which initial condition is G = ON and A=C=H=OFF. Activities between 0 and 1 represent the probability of the node being in an ON state at a given time-step and is calculated from 10,000 simulations. In b and c G is in blue, H and C in red, and A in yellow



species) is sufficient to induce downstream signaling (Fig. 3). The system is updated using rules that define how upstream nodes (nodes with outgoing edges to the updated node) regulate each node. Considering a network in which nodes A and B have edges going to node C, updating rules must specify whether A and B are necessary or sufficient for the activation of C (Fig. 3a). Rule specification is relatively straightforward for nodes with a single predecessor. However, complex logic rules using standard Boolean connectives may be required for nodes with higher indegrees. If detailed knowledge of the system exists, such rules can be written by experts. However, if the prior knowledge does not exist, multiple rules may be tested in a systematic manner to determine which rule set reproduces known experimental behavior. This inference of the logic-rules requires perturbation or time series data so that robust rule selection can be performed [19, 60, 62, 95]. The emergent properties of the network can be studied by analyzing dynamics of the networks across all possible starting states/initial conditions [96]. The state of the network is then mapped as signal transfers through the network leading to phase transition maps. In other words, phase transition maps specify the state of every node in the system and indicate, which state each node will enter upon update; thus, illustrating the causal relationship between network states. However, simulation of all initial conditions is computationally expensive since the number of possible starting states grow at a rate of 2n where n is the number of nodes in the network (because each node can either be on or off). In large systems where checking all states is not possible, the initial conditions of a simulation could be set to those of the system under steady state or resting conditions in order to minimize necessary computation. Care in interpretation is critical because the meaning of one and zero can vary significantly depending on the type of data. For example, zero could represent
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different levels of expression for different genes since ‘inactive’ genes (not transcriptionally induced upon stimulation) will often have different basal transcript levels [97]. To simulate the Boolean models, update rules can be applied simultaneously to all nodes (Synchronous update models) or in random order (asynchronous update models). On the one hand, asynchronous model frameworks facilitate definition of node-specific time-scales, improving the description of biological systems. On the other hand, asynchronous models can lead to increased parameterization. Synchronous update models can induce artificial steady states, and especially limit cycles which might not exist in real system’s level dynamics [98]. Several models of asynchronous update have been proposed to account for varying time-scales of immunological interactions [97, 99– 101]. In one popular asynchronous update method, nodes are updated in a random order and the current values of all nodes are used in all calculations [95]. This has the advantage of a limited number of parameters. However, the simulation must be run many times and needs to be averaged to avoid artifacts from particular randomly chosen update orders. Other asynchronous models allow for the incorporation of known information about a system; for example, faster processes can be updated first [6]. We have developed network models to identify representative mediators, to identify functions that could capture the essence of the host immune response as a whole, and to assess how their relative contribution dynamically changed over time during single infections, coinfections, and allergic responses (see Fig. 4) [99, 100]. Such models can be used to predict outcomes of coinfection from the host’s response to single infections. Thus, Boolean models can be used to investigate dynamic response of immune interactions, to make predictions about the role of key regulatory cells and cytokines in the infections, and to investigate strategies for network interventions. In an attempt to capture the elegance of Boolean networks while preserving the resolution of continuous models such as those based on ODEs, hybrid Boolean models were developed. These systems are minimally parameterized to functionally limit assumptions being made about the system, but nonetheless attempt to estimate the shape of response curves [102]. Piecewise linear formalism, the oldest such model, uses a continuous variable and an activity-like discrete variable regulated by differential equations and an activation threshold [96]. We have used piecewise linear formalism to model the dynamic outcome of the interplay between host immune components and pathogenic bacteria Bordetellae bronchiseptica [101]. We were able to determine activity thresholds for various signaling molecules necessary to establish the B. bronchiseptica-optimized cellular response. Thus, hybrid Boolean models offer an elegant way to study dynamic properties of the
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Fig. 4 An example of Boolean model developed to study immune response to Trichostrongylus retortaeformis infection: Activity profiles (the probability of the node being in an ON state at a given time-step) measured by asynchronous Boolean model of (a) Third stage infective larvae (L3) and adults. (b) Cytokines, IFNγ, IL4, and IL10 in the duodenum. (c) Mucus antibodies against helminth adult parasites. (d) Peripheral eosinophils and neutrophils. Note that the IFNγ concentration range is between 0 and 2 to describe additional non-immune mediated activation of that node by the tissue damage (refer to Thakar et al. [99] for more details and figure reproduced from Thakar et al. [99])



network with limited knowledge about the system’s parameterization. There have been many successful implementations of Boolean models. Software packages for Boolean Simulation include BoolNet, BooleanNet, CellNOpt, and CellNOptR [61, 62, 95, 103] in R, Python, Matlab, and R, respectively. BooleanNet, implemented in python, is particularly easy and flexible, allowing users to employ synchronous, asynchronous, and hybrid simulation modalities [95]. 3.1 Beyond the Boolean Model



Boolean networks may not always be able to account for variability arising in biological systems. The switch-like assumption underlying Boolean models might not be able to capture the stochastic nature of transcriptional regulations seen in transcriptomics data that are usually based on a mixture of cells, including different



Data Mining to Network Modeling



397



cell types and different cell cycle stages. Moreover, transcriptional regulation is not the only level of regulation that might account for observed changes as epigenetic changes and post-transcriptional regulation may play a role. A number of methods can aid to better capture a range of abundances, while maintaining the simplicity of rule-based models. The most thoroughly investigated among these methods are fuzzy logic models [104] which have also been applied in an immune context [19, 105, 106]. In fuzzy logic models, nodes can be assigned more than two (on/off) states. Fuzzy logic models attempt to minimize the impact of the switch-like assumption by ascribing a proportion of activation to each node. This proportional activation is then propagated by treating ‘and’ rules as min functions while treating ‘or’ rules as max functions. For example, if node Q has the update function Q = (A and B) or C, then, using the values from the specified time step (either previous or current depending on whether the simulation is synchronous or asynchronous), Q = max(min(A,B),C). This formalism captures a portion of the “fuzziness” or variability of the way nodes are turned on and off without sacrificing the simplicity of defining Boolean update functions. BoolNet and CellNOptR both have implementations of fuzzy logic network simulations built in [61, 62]. Probabilistic Boolean networks (PBNs) represent another approach to addressing variability of transcriptomic data. Rather than assuming that variability exists in node activation, PBNs assume variability arises from ambiguity in the update rules employed [107]. Thus, each node has multiple update functions from which one is chosen randomly before each update. PBNs introduce variability and account for non-switch-like behavior while preserving strict dependence of future states exclusively on current and not past states. PBNs also allow most analytic techniques from Boolean networks, such as derivatives and influence calculations, to be applied [107]. In conclusion, discrete dynamic modeling provides a feasible framework for wholenetwork simulations and can reveal key interaction mapping to clinical observations.



4 Limitations Despite their evident usefulness, there are a number of limitations to Boolean and Boolean-like models. The first, and likely most important limitation, is the assumption about systemic variance. Boolean models mostly assume there is little stochastic variability. In contrast, fuzzy models ascribe variability to partial activation and PBNs ascribe variance to use of different wiring at random. Since these assumptions undergird the propagation of signal through
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Boolean and Boolean-like models, they are critical for a careful interpretation of results. Further, simulation models can only be as accurate as the input provided; if a data-driven approach is initiated with biased data or missing pieces of the model, the results of the simulation are likely to be inaccurate (even if they are precise). Finally, since there is no guarantee that even the most carefully run simulation will recapitulate reality, models should be validated by experimental approaches.



5 Summary and Outlook Integration of increasing amount of omics data requires the development of advanced analytical tools in order to assess relationships between genes, proteins and cells. Those tools can further be employed to identify signatures of biological entities, such as genes, proteins or cells that define or predict disease outcomes. Here we discussed approaches to assemble interaction networks ranging from molecular to cellular levels, via either data-driven or knowledge-driven methodologies, and their analysis to investigate the cross talk between signaling cascades. Specifically, we described static and dynamic approaches, including Boolean modeling, Fuzzy logic modeling, and Probabilistic Boolean Network modeling which enable identification of key regulatory components, prioritization of experimental tests and study of emergent properties. Thus, the chapter provides introductory material about construction and analysis of multiscale networks involved in immune responses alongside their limitations and uses.
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Chapter 19 Exploring Dynamics and Noise in Gonadotropin-Releasing Hormone (GnRH) Signaling Margaritis Voliotis, Kathryn L. Garner, Hussah Alobaid, Krasimira Tsaneva-Atanasova, and Craig A. McArdle Abstract Gonadotropin-releasing hormone (GnRH) acts via G-protein coupled receptors on pituitary gonadotropes. These are Gq -coupled receptors that mediate acute effects of GnRH on the exocytotic secretion of luteinizing hormone (LH) and follicle-stimulating hormone (FSH), as well as the chronic regulation of their synthesis. FSH and LH control steroidogenesis and gametogenesis in the gonads so GnRH mediates control of reproduction by the central nervous system. GnRH is secreted in short pulses and the effects of GnRH on its target cells are dependent on the dynamics of these pulses. Here we provide a brief overview of the signaling network activated by GnRH with emphasis on the use of high content imaging for their examination. We also describe computational approaches that we have used to simulate GnRH signaling in order to explore dynamics, noise, and information transfer in this system. Key words GnRH, G-protein coupled receptor, NFAT, ERK, Mathematical modeling, Mutual information



1 Introduction 1.1 An Overview of GnRH Signaling



GnRH is a neuropeptide hormone that mediates the central control of reproduction. It does so by activating GnRH receptors (GnRHRs) on pituitary gonadotropes to control the synthesis and secretion of luteinizing hormone (LH) and folliclestimulating hormone (FSH), pituitary gonadotropin hormones that are secreted exocytotically to control gametogenesis and steroidogenesis in the gonads [1–6]. The immediate effect of GnRH is to increase secretory vesicle fusion with the plasma membrane. In the long term GnRH increases gonadotropin synthesis, thereby controlling vesicle content. GnRHRs are members of the rhodopsin-like G-protein coupled receptor (GPCR) family. They
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signal via Gq , which leads to generation of the second messengers IP3 (inositol 1,4,5 trisphosphate) and DAG (diacylglycerol) gonads [1–7]. IP3 mobilizes Ca2+ from intracellular stores and this is followed by Ca2+ influx via L-type voltage-gated Ca2+ channels. Ca2+ then drives the regulated exocytotic secretion of LH and FSH [8–10]. Like many other GPCRs, GnRHRs mediate activation of mitogen-activated protein kinase (MAPK) cascades. Notably, GnRH activates the extracellular signal regulated kinase (ERK, here used to mean ERK1 and/or ERK2) and this is largely mediated by protein kinase C (PKC) in gonadotrope-derived cell lines [5, 11]. In some models GnRH also activates c-Jun Nterminal kinases (JNKs) [5, 12], p38 MAPK [13, 14] and/or ERK5 [15]. In gonadotropes, GnRH influences expression of many genes [16, 17] but emphasis has been on transcription of the gonadotrope signature genes (i.e., the genes encoding the common gonadotropin α-subunit, LHβ, FSHβ, and the GnRHR) which are all increased by GnRH [4]. PKC and the MAPKs above can all influence gonadotropin signature gene expression [2, 4, 18, 19]. Several Ca2+ -regulated proteins are known to mediate transcriptional effects of GnRH. These include calmodulin (CaM), calmodulin-dependent protein kinases, the calmodulindependent phosphatase calcineurin (Cn), and the Ca2+ -dependent transcription factor NFAT (nuclear factor of activated T-cells) [4, 20, 21]. 1.2 Dynamics and Noise in GnRH Signaling



GnRH secretion is pulsatile and this is essential for reproduction because GnRH effects are dependent on pulse frequency [22, 23] with responses to GnRH often maximal at submaximal pulse frequency [2, 12, 19–21, 24–27]. In humans, GnRH pulses have durations of a few minutes and intervals of 30 min to several hours. The pulse frequency moreover differs under different physiological conditions with changes in frequency driving changes in reproductive status during development, through the menstrual cycle and with aging [25, 28, 29]. Stimulus dynamics are also crucial for therapeutic targeting of the system as pulses of agonists can increase or maintain circulating gonadotropin levels whereas sustained agonist treatment initially increases, and then reduces, them. Consequently, sustained agonists ultimately cause chemical castration and this effect is exploited to treat breast cancer, prostate cancer and other hormone-dependent conditions [1, 25, 28]. Given the physiological and pharmacological importance of GnRH dynamics, there is considerable interest in cellular mechanisms for decoding GnRH pulses. The desensitization of GnRH-stimulated gonadotropin secretion by constant agonist treatment is often attributed to receptor desensitization in spite of the fact that type I GnRHR (unlike other GPCRs) does not undergo rapid homologous desensitization [4, 30–32]. Desensitization of GnRH-stimulated gonadotropin secretion is therefore
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indicative of post-receptor adaptive mechanisms [4, 30–32]. Virtually all biological processes involve relationships between changing quantities. Rates of change are represented mathematically by derivatives that describe the evolution (in time) of some quantity of interest and constitute the nature of ordinary differential equation (ODE)-based modeling. Therefore, ODE models are ideally suited to mathematically/computationally describe and study dynamical biological systems, such as pulsatile GnRH signaling. To explore this further we developed mechanistic (ODE)-based models of simplified GnRH signaling networks and used these to show how pulsatile stimulation can increase efficiency and confer specificity on signaling [31, 33]. With models trained against wet-lab measures of GnRH signaling to ERK and NFAT [34, 35], we also showed how parallel pathways activated by GnRH pulses might converge and cooperate to generate the kind of nonmonotonic frequency– response relationships (i.e., maximal effects at sub-maximal pulse frequency) that are characteristic of this system [33]. Although dynamics have long been known to be important for GnRH signaling much less is known about the relevance of noise. Very often, experiments are undertaken assuming that all cells of a given type are identical. However, results from single cell measurements invariably reveal marked cell–cell variation [36– 41]. Such heterogeneity is inevitable because of the stochasticity of biological processes. Most importantly, heterogeneity can also drive the health and function of cell populations because it is individual cells that have to sense their environment and make appropriate decisions. For GnRH signaling, high levels of cell– cell variability have been reported for effects on cytoplasmic Ca2+ concentration, gonadotropin secretion, effector activation, and gene expression [6, 16, 34, 42–46]. Our recent work has moreover sought to explore the effect of such heterogeneity on information transfer [43, 47, 48]. More generally, information theory, which was initially developed to analyze electronic communication, is increasingly used to measure how reliably biological signaling systems transfer information [36, 38–40, 48–50]. Here “information” refers to the uncertainty about the environment that is reduced by signaling, it can be quantified by means of Mutual Information (MI) between system inputs and outputs [36]. MI is measured in Bits with an MI of 1 Bit meaning that the system can unambiguously distinguish between two equally probable states of the environment. For cell signaling studies, the signal could be set to the concentration of stimulus and the response could be the measured amount of activated effector in an individual cell. Where information theoretic approaches are used to analyze cell signaling pathways, they are effectively treated as noisy communication channels and MI can be used as a measure of the amount of information that they carry. We have used this approach to explore information transfer in HeLa cells or in LβT2 cells [43] as
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illustrated in Fig. 1. LβT2 cells are a murine gonadotrope-derived cell line with endogenous GnRHR, whereas HeLa cells are derived from a human cervical cancer and do not express endogenous GnRHR but can be transduced with recombinant Adenovirus (Ad) for GnRH expression facilitating (for example) comparative studies with different GnRH from different species [51, 52]. These cells can also be transduced with Ad for expression of ERK2-GFP (green fluorescent protein) or NFAT1c-EFP (emerald fluorescent protein), both of which translocate from the cytoplasm to the nucleus providing readouts for GnRH-mediated activation of the rapidly accelerated fibrosarcoma-kinase (Raf)/MAPK/ERK kinase (MEK)/ERK and Ca2+ /CaM/Cn pathways, respectively [34, 35, 53]. Alternatively, the cells can be fixed and stained for the dual phosphorylated/activated form of ERK (ppERK), and transcriptional readouts for the same pathways can be obtained by transduction with Ad for reporters in which early growth response protein-1 (Egr1)- or NFAT response elements drive expression of asRED or zsGREEN fluorophores respectively [34, 35, 42, 43, 53, 54]. Here, Egr1-driven fluorophore expression is used because GnRH causes a pronounced ERK-mediated increase in Egr1 expression [55, 56]. When fluorescence immunocytochemistry is used to stain for ppERK, the cells must be fixed and permeabilized but for the other readouts, live cell imaging is also possible. When live cell imaging is combined with cell tracking, cell–cell variability in response trajectories can also be considered. In either case, we use a high content imaging platform (automated fluorescence microscopy) to obtain measures of signaling in large numbers of individual cells. Combining high content imaging with stochastic modeling we explore the amount of information transferred via GnRHR to distinct effectors. We can further identify mechanisms by which loss of information through signaling can be mitigated. Here we describe some of the experimental and computational methods along with some of the key findings of the work.



2 Materials 2.1 Cell Culture, Adenovirus Transduction, and Reverse Transfection with siRNA



1. Cells: HeLa cells were from the European Collection of Cell Cultures and LβT2 cells were a gift form Prof. Pamela Mellon, UCSD, San Diego, USA. 2. Dulbecco’s modified Eagle medium (DMEM). 3. OptiMEM. 4. Phosphate-buffered saline (PBS). 5. Fetal bovine serum (FBS). 6. Penicillin-streptomycin. 7. Trypsin solution.
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Fig. 1 Quantifying GnRHR-mediated ERK signaling. (a) The images show representative DAPI- and ppERKstained cells cultured under control conditions or stimulated 5 min with 10−7 M GnRH or PDBu as indicated. The horizontal bar is approximately 20 μm and the right hand images show an example of the automated image segmentation used to define perimeters of the nuclei and cells (perimeters superimposed over PDButreated cells). Each image shows 10,000 individual cells (for each treatment in each experiment) (see Note 4). 3. Agonists are transferred from the appropriate well of the working plate to the appropriate well of the experimental plate (i.e., 25 μL of 5× concentrated agonist is added to the 100 μL of medium in the experimental plate, to achieve the desired final concentration) using a multichannel pipette. This enables cell stimulation without a further medium change (see Note 5). 4. Stimulation times can be varied and for most experiments are between 5 min and 8 h (see Note 6). 5. Terminate stimulation by immediate removal of media from all wells. This can be done with an aspiration tube, a repeat pipette or simply by inverting the plate over a waste fluid collection tray. In each case the fluid removed should be treated with Virkon to destroy any remaining viable Ad. 6. If fluid is removed by inverting the plate, do not tap the plate to remove any fluid drops adhering, but instead remove them by touching the inverted plate on tissue paper. 7. Add 50 μL per well ice-cold 4% PFA and incubate in the fridge at 4 ◦ C for 5 min 8. Replace PFA with 50 μL per well ice-cold methanol.
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9. Incubate at −20 ◦ C in the freezer for 5 min. 10. Replace methanol with 100 μL per well PBS. 11. The cells can be stained immediately as outlined below. Alternatively, replace the plate lid, seal the plate with Parafilm and/or aluminum foil to protect from light, and transfer the plate to the fridge before staining (see Note 7). 3.4 Staining for ppERK



1. Remove PBS (wash once with 100 μL PBS if staining is not being performed immediately) and replace with 30 μL per well 5% NGS in PBS to block nonspecific binding. 2. Rock plates at room temperature for 1–2 h. 3. Remove blocking solution by tipping into a waste tray and replace with mouse anti-ppERK1/2 antibody at 1:200 in 1% NGS/PBS (30 μL per well). 4. Rock plates overnight at 4 ◦ C (preferably covered with aluminum foil). 5. Wash plates 3× with PBS, 100 μL per well. 6. Replace PBS with Alexa 546 or 488 labeled goat anti-mouse antibody at 1:200 in 1% NGS/PBS at 30 μL/well. From this point onward the plate must be protected from the light to prevent bleaching of the fluorophore. 7. Incubate for 90 min with rocking at room temperature. 8. Wash 3× with PBS, 100 μL per well. 9. Remove PBS and replace with 100 μL per well 600 nM DAPI in PBS (1:5000 dilution). 10. Incubate cells in DAPI solution for 20 min with rocking at room temperature. Wash twice in 100 μL PBS. Plates can then be stored in PBS at 4 ◦ C until imaging.



3.5 Image Acquisition and Analysis



1. Our imaging methods have been described previously [34, 43, 53, 58, 59]. 2. Briefly, digital images are acquired using, for example, an InCell Analyzer 1000 high content imaging platform with a 10× objective and filters for DAPI (blue channel), Alexa488, GFP, EFP and zsGREEN (green channel), or Alexa546 and asRED (red channel). Exposure time for each fluorophore is determined individually to obtain clear images whilst keeping exposure times short (typically 
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