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Preface



The Second International Conference on Acoustics and Vibration (ICAV’2018) was held at Hammamet, Tunisia, from 19 to 21 March 2018. ICAV’2018 aims to collect the broadest range of high-level contributions, covering theoretical and practical case studies in all the ﬁelds of acoustics and vibration. After a successful ﬁrst edition in 2016 published under ACM book series, the Tunisian Association of Industrial Acoustics and Vibration which is the organizer of this conference continues to promote communication and collaboration between international and local communities involved in the ﬁelds of acoustics and vibration. The book contains 33 chapters issued from the presentation done by eminent scientists which were rigourously peer reviewed. About 100 attendees discussed several topics such as: • • • • • • •



Dynamics and vibration of structures and machinery, Fault diagnosis and prognosis, Fluid–structure interaction and vibroacoustics, Nonlinear dynamics, Modelling and simulation, Computational vibroacoustics/numerical techniques, Material behaviour in dynamics.



According to the several topics discussed during the conference, the book is divided into four parts. Part Part Part Part



1—Dynamics and fault detection of machinery 2—Multiphysics system dynamics 3—Structure dynamics and fluid–structure interaction 4—Material behaviour in dynamic systems
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Dynamics and Fault Detection of Machinery



L-Kurtosis and Improved Complete Ensemble EMD in Early Fault Detection Under Variable Load and Speed Haﬁda Mahgoun1(&), Fakher Chaari2, Ahmed Felkaoui1, and Mohamed Haddar2 1 Applied Precision Mechanics Laboratory, Institute of Optics and Precision Mechanics, Sétif 1 University, Setif, Algeria [email protected] 2 Mechanical Engineering Department, National School of Engineers of Sfax, Sfax, Tunisia



Abstract. In this work, we propose to follow the progression of different gearbox defects under the effect of variable load and speed. The non-stationary vibration signals are obtained by using a physical model of a spur gear transmission. In order to detect the presence of the fault characterized by transient signals which are usually masked by other vibration signals and noise. We can use the Improved Complete Ensemble empirical mode decomposition with adaptive noise (ICEEMDAN) to decompose the non-stationary vibration signals into many components that represent mechanical behaviour of the machine, transient component and noise. The ICEEMDAN method is based on the estimation of the local mean and the white noise is not used directly. this method eliminates the mode mixing introduced by EMD and reduces the amount of noise contained in the modes given by using EEMD and gives better results than EEMD. To analyze IMFs given by ICEEMDAN method we can use statistical methods like kurtosis which is very used to detect impulsion in the signal. In this work, we also use a statistical method, the L-Kurtosis, as an indicator to compare the IMFs given by ICEEMDAN, the results given by this indicator are compared to the results given by the Kurtosis. Keywords: Rotating machines L-moments  L-Kurtosis



 EEMD  CEMDAN  Gear  Fault detection



1 Introduction Rotating machines are very used in industry (McFadden 1986). This mechanical equipment operates under complicated conditions like the variation of load and speed and is therefore subject of faults which lead generally to breakdowns. Vibration signal analysis is largely used in fault diagnosis of rotating machines (McFadden 1986), the vibration signals picked up from these machines are nonstationary and non-linear. In order to detect the presence of the fault characterized by transient signals which are usually masked by other vibration signals and noise (Capdessus and Sidahmed © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 3–15, 2019. https://doi.org/10.1007/978-3-319-94616-0_1
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1992; Wang and Mcfadden 1997), we should choose the proper signal processing method. Until now, many methods were applied to detect the fault at an early stage, among these methods traditional ones including statistical analysis based on the signal its self such as (root mean square, crest factor kurtosis, and so on (Sharma and Parey 2016)) and the frequency domain analyses based essentially on the Fourier transform. Therefore, the Fourier analysis gives good results if the vibration signal is stationary and linear and it is inapt to analyze the non-stationary signal, which may lead to false information about the mechanical faults. To solve this problem new methods have been introduced. The time-frequency analysis methods such as Wigner Ville decomposition (WVD) (Forrester 1989), short Fourier Transform (STFT) (Staszewski 1997) and wavelet transform (WT) (Wang and Mcfadden 1997) seem to be the suitable tool to identify the signal frequency and to provide information about the time variation of the frequency. Therefore, the STFT uses the same window to analyze the whole length of the signal, which means that we have the same resolution for the high and low frequencies, if we desire to improve the resolution by changing the width of the window we lose the time resolution or the frequency resolution because the resolution frequency and the time localization is imposed to the Heisenberg uncertainty principle. Thus, the STFT is appropriate only to analyze signals with slow variation (Cohen 1989) and it is inefﬁcient for the case of non-stationary signals. The WT transform was widely applied because it’s a multiresolution analysis, is very used to detect the transient features to extract impulses and for denoising (Mallat 1998). Nevertheless, the wavelet analysis is also a linear transform and it uses functions named wavelet as window function like the STFT. The window changes its width by using a dilatation parameter. Then, at the high frequency, we have high time resolution and a low frequency resolution. While at low frequencies, we have low time resolution and high-frequency resolution. Then, we can’t have a good resolution for all time-scale map due to the Heisenberg uncertainty principle (Mallat 1998). In addition, this method gives a time-scale representation which is difﬁcult to interpret as a time-frequency representation; we must have a relation between the scale and the frequency to understand the obtained results and to identify the fault frequencies. Another limitation of the WT is how to select the mother wavelet used in the analyses of the signal, since different wavelets have different time-frequency structures, also, how to calculate the range scale used in the WT is another deﬁciency of the transform. Many researchers demonstrated that the use of the WT introduces border distortion and energy leakage (Yang et al. 2011). In mechanical application, W. Yang et al. conﬁrm that results given by using this method are highly dependent on the rotational speed and pre-knowledge of the machine (Yang et al. 2011). The WVD method is also a time-frequency representation and doesn’t involve any window function, and has high time-frequency resolution, however, it suffers from the cross terms interferences and the aliasing problem. To overcome these problems the pseudo-Wigner Ville was proposed but the correction of the interference lead to loss of the resolution. To overcome the deﬁciencies of these methods empirical mode decomposition (EMD) was proposed by Huang et al. (1998) for nonlinear and non-stationary signals and was applied in fault diagnosis of rotating machinery (Yang et al. 2011; Liu et al. 2005;
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Yu et al. 2006). It does not use a priori determined basis functions and can iteratively decompose a complex signal into a ﬁnite number of zero mean oscillations named intrinsic mode functions (IMFs). Each resulting elementary component (IMF) can represent the local characteristic of the signal (Huang et al. 1998). However, one of the problems of EMD is mode mixing as a result of intermittency. Mode mixing (Huang et al. 2003; Rilling and Flandrin 2008) occurs when different frequencies that should appear separately in different IMFs are presented in one IMF. This problem gives a vague physical signiﬁcance of the IMF. EMD is unable to separate different frequencies in separate IMFs. Also, the IMFs are not orthogonal to each other, which produce end effects. To solve the problem of mode mixing the ensemble empirical mode decomposition EEMD method was proposed by Wu and Huang (2009) by adding several realizations of Gaussian white noise to the signal, and then using the EMD to decompose the noisy signal, multiple IMFs can be obtained and the added noise is canceled by averaging the IMFs. The addition of white Gaussian noise solves the mode mixing problem, however, it creates some other problems, the reconstructed signal includes residual noise and different realizations of signal plus noise may produce a different number of modes and take a large number of sifting iterations to achieve the decomposition. To reduce the computational cost and to provide a better spectral separation of the modes, the improved complete ensemble EMD with adaptive noise (ICEEMDAN) was proposed. The ICEEMDAN method was tested by analyzing biomedical and seismic signals and has given good result compared to EEMD method (Colominas et al. 2014). To analyze IMFs given by ICEEMDAN method we can use statistical methods like kurtosis which is very used to detect impulsion in the signal. In this paper, we propose, ﬁrst, to use the ICEEMDAN method to decompose the nonstationary vibration signal. Then, we calculate the L-kurtosis of each IMF as a new indicator and we compare the results given by this indicator to those given by the kurtosis. The structure of the paper is as follows: Sect. 2 introduces the basic of EMD, EEMD and ICEEMDAN. In Sect. 3, we give the notion of L moment. Section 4 is dedicated to results. In Sect. 5, a conclusion of this paper is given.



2 EMD, EEMD and ICEEMDAN 2.1



EMD Algorithm



The EMD consists to decompose iteratively a complex signal into a ﬁnite number of intrinsic mode functions (IMFs) which verify the two following conditions: (a) The number of extrema and the number of zeros of an IMF must be equal or differ at most by one, (b) An IMF must be symmetric with respect to local zero mean. For a given a signal xðtÞ the EMD algorithm used in this study is summarized as follows (Huang et al. 1998): (1) Identify the local maxima and minima of the signal xðtÞ (2) Generate the upper xup ðtÞ and lower xlow ðtÞ envelopes of xðtÞ by the cubic spline interpolation of the all local maxima and the all local minima.
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(3) Average the upper and lower envelopes of xðtÞ to obtain the local mean function: mðtÞ ¼



xup ðtÞ þ xlow ðtÞ 2



ð1Þ



(4) Calculate the difference d ðtÞ ¼ xðtÞ  mðtÞ



ð2Þ



(5) If dðtÞ veriﬁes the above two conditions, then it is an IMF and replaces xðtÞ with the residual r ð t Þ ¼ xð t Þ  d ð t Þ



ð3Þ



(6) Otherwise, replace xðtÞ with d ðtÞ. Repeat steps (1)–(5) until the residual satisﬁes the criterion of a monotonic function. At the end of this algorithm, the signal can be expressed as: xðtÞ ¼



XN n¼1



IMFn ðtÞ þ rN ðtÞ



ð4Þ



Where IMFn ðtÞ are IMFs, N is the number of IMFs extracted and rN ðtÞ is the ﬁnal residue. 2.2



EEMD Algorithm



To alleviate the mode mixing effect of EMD, the EEMD was used. The EEMD decomposition algorithm of the original signal xðtÞ used in this work is summarized in the following steps (Wu and Huang 2009): (1) Add a white noise nðtÞ with given amplitude bk to the original signal xðtÞ to generate a new signal: x k ð t Þ ¼ x ð t Þ þ bk n ð t Þ



ð5Þ



(2) Use the EMD to decompose the generated signals xk ðtÞ into N IMFs, IMFnk ðtÞ; n ¼ 1; . . .; N; where IMFnk ðtÞ is the nth IMF of the kth trial. Repeat steps (1) and (2) K times with different white noise series each time to obtain an ensemble of IMFs: IMFnk ðtÞ; k ¼ 1; . . .; K. Determine the ensemble mean of the K trials for each IMF as the ﬁnal result: 1 XK IMFnk ðtÞ; k¼1 k!1 K



IMFn ðtÞ ¼ lim



n ¼ 1; . . .; N



ð6Þ



The relationship among the amplitude of the added white noise and the number of ensemble trials is given by (Wu and Huang 2009):



L-Kurtosis and Improved Complete Ensemble EMD



bk dk ¼ pﬃﬃﬃﬃ K
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ð7Þ



where K is the number of ensemble trials, bk is the amplitude of the added noise and dk is the variance of the corresponding IMF(s). 2.3



CEEMDAN Algorithm



To overcome the difﬁculties of EEMD, (Colominas et al. 2014) propose the ICEEMDAN method, which is based on the estimation of the local mean; the white noise is not used directly but uses two operators M ð:Þ the operator which produces the local mean and the operator Ek ð:Þ; where: E 1 ð xÞ ¼ x  M ð xÞ



ð8Þ



Let wi is a realization of a white Gaussian noise with zero mean and unit variance. the algorithm of ICEEMDAN is as follows: (1) Calculate by EMD the local means of l realizations   xi ¼ x þ b0 E1 wi



ð9Þ



to get the ﬁrst residue r1 ¼ M ðxi Þ. where    b0 ¼ e0 std ð xÞ=std E1 wi



ð10Þ



(2) For k = 1 we calculate the ﬁrst IMF, IMF1 ¼ x  r1 . (3) Estimate the second residue as the average of local means of the realization r2 ¼ M ðr1 þ b1 E2 ðwi ÞÞ, where bI ¼ eI std ðrI Þ and the second IMF, IMF2 ¼ r1  r2 . (4) For I = 3,…N calculate the Ith residue(rI Þ    rI ¼ M rI1 þ bI1 EI wi (5) Then the Ith IMF IMFI ¼ rI1  rI (6) iterate the steps 4 to 6 until the obtained residue cannot be further decomposed because it has not three local extrema. Then the signal can be expressed as: x¼



N X I¼1



This algorithm is summarized in Fig. 1.



IMFI þ rN



ð11Þ
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Fig. 1. CEEMDAN AlgorithmL-kurtosis



3 L Moment L-moments are linear combinations of order statistics and the L-kurtosis is the fourthorder L-moment, it is similar to kurtosis and the L-kurtosis value 0.1226 replaces the kurtosis value 3 (Liu et al. 2018), the L-kurtosis is deﬁned as: L4 ; L2



ð12Þ



where: L4 ¼ 20b3  30b2 þ 12b1  b0



ð13Þ
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and where: b0 ¼ n1



x i¼1 i



ð14Þ



 1Þ=ðn  1Þ



ð15Þ



 1Þði  2Þ=½ðn  1Þðn  2Þ



ð16Þ



 1Þði  2Þði  3Þ=½ðn  1Þðn  2Þðn  3Þ



ð17Þ



b1 ¼ n1 b2 ¼ n1 b3 ¼ n1



X



X



x ½ði i¼2 i



X



x ½ ði i¼3 i



x ½ ði i¼4 i



X



4 Application In this section, we propose to analyze different signals that correspond to the different variations of load (constant load, a variation of load fluctuation between 10% and 50%) and we have also different sizes of fault (healthy gear, a variation of fault severity between 1% and 20%). These signals are the results of a dynamic modelling of the gears transmission (Bartelmus and Zimroz 2009; Chaari et al. 2013). The characteristics of the spur gear system driven by a squirrel cage motor are given in Table 1. The load on the machine is fluctuating in a saw-tooth shape with a frequency fL ¼ 5 Hz rising from 32 to 100 Nm as presented in the Fig. 2a. 100
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Fig. 2. (a) Evolution of the applied load, (b) Evolution of the mech frequency.
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H. Mahgoun et al. Table 1. Parameters of the spur gear transmission Teeth numbers Mass (kg) Mass moment of inertia (kg.m2) Full load torque (N.m) Rotation speed (rpm) Modulus (mm) Primitive diameter (mm) Base circle diameter (mm) Material Density (kg/m3) Poisson ratio Pressure angle Teeth width (mm) Contact ratio Bearing stiffness (N/m) Torsional stiffness (N rd/m) Mean gearmesh stiffness (N/m)



Pinion 14 0.6 2.7 10 − 4 10 3630 3 60 56.38 42CrMo4 q = 7860 0.33 a = 20° 23 c = 1.6 kx1 = ky1 = kx2 = ky2 kh1 = kh2 = 105 Kg = 2 108



Wheel 45 1.5 0.0027 −20 1130 120 112.76



= 108



The variation of the rotational speed leads to a variation of the gear mesh frequency (Fig. 2). The mean value of the motor rotational speed is nr = 1320 rpm which corresponds to a mean gear mesh frequency of fgm = 308 Hz. The sampling frequency is 30800 Hz for all signals; the frequency default is 22 Hz. In this work, we propose to study acceleration signals for different loads, The acceleration signals for healthy gear for a different variation of load (constant load, a variation of load fluctuation between 10%, 25% and 50%) are shown in Fig. 3 and for the faulty gear we have different case the ﬁrst one is early stage for 5% of severity for different variation of load (constant load, variation of load fluctuation between 10%, 25% and 50%), the second one is an intermediate stage for 25% of severity for different variation of load (constant load, variation of load fluctuation between 10%, 25% and 50%) and the last one is an advanced stage for 50% of severity for different variation of load (constant load, variation of load fluctuation between 10%, 25% and 50%) as shown in Fig. 4. The spectrum of the acceleration signal an advanced stage for 50% of severity and for load fluctuation of 50% is presented in Fig. 4. It is well known from Wang and Mcfadden (1997), Sharma and Parey (2016), Forrester (1989) that the frequency content of a faulty gear in stationary conditions is dominated mainly by the mesh frequency and its harmonics. From the presented spectrum zoomed (Fig. 4), it is observed the high activity of sidebands around mesh frequency and its harmonics. Sidebands can be a serious indicator of the presence of some kind of local damage on teeth or in bearings in stationary conditions if the frequency between sidebands is equal to fr, from the spectrum we can see that this frequency is different from the rotational
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Fig. 3. The acceleration signals for a constant load.



Fig. 4. The acceleration signals for 50% fluctuation of the load.



frequency fr. So it can be concluded that for non-stationary operating conditions separated time and frequency analysis for the studied case may induce in error during condition monitoring process. In order to overcome this difﬁculty, we propose to use ICEEMDAN to analyze such signals. The ﬁgure presents only the decomposition of the signal for 50% of severity and for load fluctuation of 25%, we can see clearly to compare between the IMFs given by ICEEMDAN for different signals, we have calculated L-kurtosis and kurtosis for different IMFs for three different cases. Figure 5 shows the variation of Kurtosis and L-kurtosis for a constant load and for four types of gear:
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Fig. 5. Variation of Kurtosis and L-kurtosis for a constant load



(1) (2) (3) (4)



gear gear gear gear



without defect (0%), with a defect that the severity is 5% with a defect that the severity is 25% with a defect that the severity is 50%



Figure 6 shows the variation of Kurtosis and L-kurtosis for a for a load fluctuation of 10% and for four types of gear.



Fig. 6. Variation of Kurtosis and L-kurtosis for a for a load fluctuation of 10%.
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without defect (0%), with a defect that the severity is 5% with a defect that the severity is 25% with a defect that the severity is 50%



Figure 7 shows the variation of Kurtosis and L-kurtosis for a for a load fluctuation of 25% and for four types of gear.



Fig. 7. Variation of Kurtosis and L-kurtosis for a for a load fluctuation of 25%.



(1) (2) (3) (4)



gear gear gear gear



without defect (0%), with a defect that the severity is 5% with a defect that the severity is 25% with a defect that the severity is 50%



Figure 8 shows the variation of Kurtosis and L-kurtosis for a for a load fluctuation of 50% and for four types of gear. (1) (2) (3) (4)



gear gear gear gear



without defect (0%), with a defect that the severity is 5% with a defect that the severity is 25% with a defect that the severity is 50%



We can from these ﬁgures that the information given by the L-Kurtosis without using any zoom, is more clear than the information given by the Kurtosis, and the variation of the value of L-Kurtosis is logical for all IMFs, then we can use this indicator in classiﬁcation and in the early fault detection.
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Fig. 8. Variation of Kurtosis and L-kurtosis for a load fluctuation of 50%.



5 Conclusion In this study, we have used ICEEMDAN method to analyze non-stationary signals that give information about the variable conditions like (variable speed and load). The ICEEMDAN method achieves good frequency and modes of separation and gives better results than EEMD which use a noise that can mask the impulsions due to impacts that are generated by the presence of a defect. To detect the fault masked by the variation of the load, we have used the ICEEMDAN which separate the different modes that correspond to the variation of load and the effect of fault. We have also used the Lkurtosis to compare between the different IMFs and we have compared the result given by L-Kurtosis to those given by the kurtosis and we have seen that the ﬁgures given by the L-kurtosis are more clear than those given by kurtosis, and we have observed that the kurtosis cannot give any indication information of the presence of the defect, but if we use the L-kurtosis, we have observed that the L-kurtosis can be used as an indicator of the fault in variable conditions.
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Abstract. The diagnosis of rotating machinery such as planetary gearbox running under operating condition is a complex task. Depending on their nature, the defects can be classiﬁed into teeth, geometrical or bearing defects. This paper studies the dynamic behavior of a back-to-back spur planetary gear running in stationary condition in the presence of teeth defects. This damage is the pitting and it is located in one tooth of the sun gear. An experimental test is performed by the measurement of the instantaneous accelerations on a test gear. The tests are carried out under a ﬁxed load and speed. The presence of the tooth pitting defect activates repeated-like transient in ring’s vibration displacement because of phase change and amplitude reduction of the mesh stiffness when the damage tooth comes into contact. The Fast Fourier Transform (FFT) is used to transform the time signal into the frequency domain for signature analysis. The acceleration spectra show the influence of damage both in frequency and amplitude. The frequency of pitting which is the frequency of rotation of the test sun and the frequency of rotation of the motor appears along of frequency bandwidth. Moreover, the impulses of the defect tooth with the planets become important in amplitude. Keywords: Pitting defect  Planetary gear Back-to-back conﬁguration



 Stationary condition



1 Introduction Planetary gears transmissions are running in different conditions. They can be affected by several damage and defects like the pitting defects. This kind of defects is caused by the teeth contact condition and it can introduce a variation on mesh stiffness function. The pitting defects was studied by many research such as Chaari et al. (2008). The pits © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 16–22, 2019. https://doi.org/10.1007/978-3-319-94616-0_2
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were modeled as rectangular shapes, this defect was analytically studied, and it was modeled in mesh stiffness function. Del Rincon et al. (2012) studied also the effect of pitting on mesh stiffness function for an enhanced model gear. The pit was modeled in elliptical shape in three different locations. They evaluated the influence of pitting on gear mesh stiffness using ﬁnite element method. Recently, the influence of pitting on mesh stiffness function was studied by Liang et al. (2016) who proposed an analytical method on mesh stiffness calculation based on potential energy method external spur gear and they validated the model through by ﬁnite element method. In their study, the pits are modeled in circular shapes and they studied in three severity level. Furthermore, the influence of this local damage on dynamic response is fewer studied in literature. Choy et al. (1996) studied also the influence of pitting on the vibration of a gear transmission system. They made a modiﬁcation on the shape of gear mesh stiffness to simulate the pitting fault. Wigner Ville time distribution are used to examine gear vibration response. Chaari et al. (2006) studied the impact of pitting on the dynamic response planetary gear. They modiﬁed the mesh stiffness function’s shape in order to simulate the defects. Abouel-seoud et al. (2012) presented a single rectangular tooth pit effect on the mesh stiffness of a wind turbine gearbox and analyzed vibration signal fault signatures in the time and frequency domain. Only numerical results were introduced by the aforementioned works. However, in this paper an experimental investigation of the effects of pitting on dynamic behavior of back to back planetary gear is studied. In fact, Pitting defect is located only one tooth of the test sun.



2 Experimental Test Bench Figure 1 shows the experimental test bench where the tests are achieved. It consists of two identical planetary gears driven by an electrical motor. A planetary gear set called test gear where the measurements are carried out. It characterized by a ﬁxed ring. The gear set near the motor is the reaction gear. Its ring is free. The sun’s gears and carrier’s gears relate to each other by two rigid shafts. This test bench was used by Mbarek et al. (2017a, b) and it is well described in Mbarek et al. (2017a, b). The system was loaded by adding mass on a rigid arm ﬁxed on the free ring. The experimental tests were carried out without defects and in presence of pitting defects which is located on sun’s test planetary gear. Figure 2 shows a photo of pitting location. Sensors are mounted on the test ring in order to measure the instantaneous accelerations. The signals issued from the sensors will be processed with the software ‘‘LMS Test.Lab signature acquisition” to obtain the instantaneous accelerations. The test bench layout and the instruments are displayed in Fig. 3.
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Fig. 1. Experimental test bench



Fig. 2. Pitting located on the test sun Reaction gear set



Test gear set Acelerometers



Strip Band



Drive motor Tachometer



LMS 316 Fig. 3. Test bench instruments
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3 Results The pitting defects impact on the principal function in planetary gear which is the mesh stiffness function. Because of the pitting is located in the test sun, the sun-planets mesh stiffness functions are modiﬁed as consequences the time response and the spectra of acceleration will be varied. The experimental tests were carried out with ﬁxed speed (1498.5 rpm) and ﬁxed load (300 N m). The measured signal on the test ring, presented in Fig. 4, repeats many times. Therefore, the amplitude modulation is deﬁned by the force due to rotation of carrier.
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Fig. 4. Time response measured on the ﬁxed ring



The presence of a tooth pitting defect activates repeated-like transient in ring’s vibration displacement because of phase change and amplitude reduction of the mesh stiffness when the failure tooth comes into contact. The meshing is considered as the main excitation source of the system (Hidaka et al. 1979; Lin and Parker 1999). The spectrum shows that the test ring is excited by the gear mesh frequency and its harmonics, which are deﬁned by: fm ¼



Zs Zr N Zs þ Zr 60



Where N is the electrical motor rotational speed, Zs and Zr are the tooth numbers of the sun and the ring gear respectively. In our study, as mentioned previously, the motor was running at 1498.5 rpm. So, the structure was excited by the gear mesh frequency fm = 320 Hz. The defects frequency be like the test sun rotational frequency as well as the motor rotational frequency. However, the pitting frequency fd = fs = N/60 = 25 Hz, appears
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along the frequency bandwidth which explain the presence of defects. Figure 5 shows the spectra of acceleration measured on the test ring. 1.00
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Fig. 5. Spectra of acceleration on the ﬁxed ring



Figure 5 shows a zoom around the two ﬁrst meshing frequency. It can be noticed the influence of pitting on dynamic response of gear through the spectrum. The frequency of pitting is 25 Hz which is the frequency of rotation of the test sun as well the frequency of rotation of the motor. The impulses of the defect tooth with the planets
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become important in amplitude. Sidebands are more active around the gear mesh frequency and its harmonics.



4 Conclusion This paper investigated the influence of pitting defects on the dynamic response of back to back planetary gear. The measurements were carried out in stationary conditions where the ﬁx input load and speed are ﬁxed. The sensors were mounted on the ﬁx ring in order to measure the instantaneous accelerations. The FFT was utilized to transform the averaged time signal into the frequency domain for signature analysis. The spectra were also used to examine the planetary gear system. The damage frequency which is the sun test rotational frequency as well as the rotational frequency of the motor appears along of frequency bandwidth. Moreover, the impulses of the defect tooth with the planets become important in amplitude. Sidebands are more active around the gear mesh frequency and its harmonics. Future investigation will be focused on the effects of pitting defects in nonstationary condition (run-up and run-down regimes). Acknowledgements. This paper was ﬁnancially supported by the Tunisian-Spanish Joint Project No. A1/037038/11. The authors would like also to acknowledge project “Development of methodologies for the simulation and improvement of the dynamic behavior of planetary transmissions DPI2013-44860” funded by the Spanish Ministry of Science and Technology. Acknowledgment to the University of Cantabria cooperation project for doctoral training of University of Sfax’s students.
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Abstract. This work provide more new knowledge about rolling bearings lubricated with axle gear oils. Extensive tests were performed and a considerable amount of experimental results of power loss in rolling bearings, diﬃcult to ﬁnd in literature, were obtained. Five fully formulated axle gear oils with diﬀerent base oil, viscosity and diﬀerent formulations and additive packages were selected. Their chemical and physical properties were measured. Thrust ball bearings lubricated with axle gear oils were tested using a modiﬁed Four-Ball Machine where the four-ball arrangement was replaced by a rolling bearing assembly. These tests were performed under a constant temperature of 70 ◦ C and under the following operating conditions: speed between 75 and 1200 rpm and two axial loads (4000 N and 7000 N). The rolling bearing friction torque was measured and the eﬀect of speed, temperature and axial load have been evaluated. Based on experimental results, a rolling bearing torque loss model was calibrated using SKF model for ball contacts. The model allows a better understanding of the behaviour of the rolling bearing geometries and of the inﬂuence of oil formulation on rolling bearing friction torque. The rolling bearing power loss model will be relevant for the global axle diﬀerential power loss model predictions. Keywords: Axle gear oils · Chemical and physical properties Thrust ball bearings · Friction torque · SKF model
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Introduction



The main function of rolling bearings in axles is to support the pinion and the diﬀerential gear under high load carrying capacity and high stiﬀness. However, the rolling bearings are a major contributor to axle system power loss (Matsuyama et al. 2004). c Springer Nature Switzerland AG 2019  T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 23–36, 2019. https://doi.org/10.1007/978-3-319-94616-0_3
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To achieve high eﬃciency in axle diﬀerentials, the reduction of internal friction torque in rolling bearings is of major concern. Thus, the importance of understanding internal friction in rolling bearings becomes relevant. The energy saving and the bearings performance optimization are required (Cousseau et al. 2010). Recently, the automotive manufacturers and the rolling bearings manufacturers are trying to improve rolling bearing designs in order to reduce the power loss generated, reduce the energy consumption, reduce the operating temperatures and improve the lubrication conditions. At the same time, they claim the lubricant manufacturers to provide new products that increase rolling bearing life, while reducing the energy dissipated (Matsuyama et al. 2004; Hosokawa et al. 2009). Several authors have studied the rolling bearings friction torque. Spindler and Von Petery (2003) developed a new bearing design, where the tapered roller bearings used previously have been replaced by angular contact ball bearing, that meets the requirements for high rigidity, long life and no preload loss during operation. Matsuyama et al. (2004) developed a super-low friction torque tapered roller bearing (80% torque reduction from that of a standard bearing). Hoshokawa et al. (2009) developed a new bearing concept which is the double row angular contact ball bearing -so-called Tandem Ball Bearings for rear axle drives. This bearing concept not only increases the service life but also make signiﬁcant contribution to lower fuel consumption. This work provide more new knowledge about rolling bearings lubricated with axle gear oils. Extensive tests were performed and a considerable amount of experimental results of power loss in thrust ball bearings, diﬃcult to ﬁnd in literature, were obtained. The SKF rolling bearing friction torque model will be calibrated with the experimental results. The model allows a better understanding of the behaviour of the rolling bearing geometry and of the inﬂuence of oil formulation. The rolling bearing power loss model will be relevant for the global axle diﬀerential power loss model predictions.



2



Lubricant Properties



Five multigrade oils, suitable for axle lubrication, were selected. All the lubricants are polyalphaolephin base oils (PAO) except for the 80W90-A product which has mineral base oil (MIN). Three among them (75W90-A, 80W90-A and 75W140-A), are reference oils (A) and labelled as “Fuel Eﬃcient” while the other two products (75W85-B and 75W90-B) are candidate oils (B). The reference lubricants 75W90-A and 80W90-A meet the requirements of API GL-4 and/or GL-5 and/or MT-1 standards and reference oil 75W140-A meets the requirements of API GL-5 standard. The candidate lubricants, 75W90-B and 75W85-B have not yet been assessed in what concerns the API (American Petroleum Institute) standards. Axle gear oils physical properties as well as their chemical composition were displayed in Table 1. A detailed description on the physical and chemical properties can be found in previous works respectively (Hammami et al. 2017a; Hammami et al. 2017b).
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Table 1. Physical and chemical properties of axle gear oils used. Parameter



Unit



75W85-B candidate



75W90-A reference



75W90-B candidate



80W90-A reference



75W140-A reference



Base oil



[-]



PAO



PAO



PAO



Mineral



PAO



API/standard



[-]



-



GL-4/GL5/MT-1



-



GL-4/GL5/MT-1



GL-5



Boron (B)



[ppm]



0



-



81



-



-



Calcium (Ca)



[ppm]



1795



18



2891



97



33



Magnesium (Mg) [ppm]



6



1087



17



936



1093



Phosphorus (P)



[ppm]



783



1622



958



1436



1686



Sulfur (S)



[ppm]



2954



23262



3271



26947



22784



Zinc (Zn)



[ppm]



899



7



1120



23



12



Chemical composition



Physical properties Density @ 15 ◦ C [g/cm 3 ] 0.853



0.87



0.861



0.886



0.885



[/]



−8.1



−7.3



−7.6



−7.7



−6.8



Viscosity @ 40 ◦ C



[cSt]



68.95



112.35



114.42



123.3



200.7



Viscosity @ 70 ◦ C



[cSt]



23.86



36.7



38.14



34.86



61.86



Viscosity @ 100 ◦ C



[cSt]



11.44



16.37



17.18



14.38



26.21



aA



[/]



nA



[/]



7.6655



7.5833



7.407



8.5027



7.1537



mA



[/]



2.9663



2.9133



2.842



3.2783



2.7211



Thermoviscosity @ 40 ◦ C (β×103 )



[K −1 ]



40.2



44.3



43.3



50.7



46.3



Thermoviscosity @ 70 ◦ C (β×103 )



[K −1 ]



28.5



31.3



30.9



34.8



33.2



Thermoviscosity @ 100 ◦ C (β×103 )



[K −1 ]



21.1



23.1



22.9



25



24.7



s @ 0,2 GPa



[/]



0.7382



0.7382



0.7382



0.9904



0.7382



t @ 0,2 GPa



[/]



0.1335



0.1335



0.1335



0.139



0.1335



Piezoviscosity @ 40◦ C (α×10−8 )



[P a−1 ]



1.291



1.387



1.39



1.934



1.498



Piezoviscosity @ 70◦ C (α×10−8 )



[P a−1 ]



1.128



1.194



1.2



1.623



1.28



Piezoviscosity @ [P a−1 ] 100◦ C (α×10−8 )



1.022



1.072



1.079



1.435



1.142



VI



162



147



163



118



169



Thermal expansion coeﬃcient (αt × 10−4 )



[/]



0.7



26
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Rolling Bearing Assembly, Operating Conditions and Test Procedure



Rolling bearing tests were performed on a modiﬁed Four-Ball machine where the four-ball arrangement was replaced by a rolling bearing assembly as shown in Fig. 1. This assembly allows to test several rolling bearings and to obtain reliable friction torque measurements at diﬀerent operating temperature. A detailed description of this assembly can be found in (Cousseau et al. 2010). In operation, the internal friction torque is transmitted to the torque cell (11) through the bearing housing (1). The friction torque was measured with a piezoelectric torque cell KISTLER9339A and ﬁve thermocouples (IV) were used to monitor the temperature at strategic locations (see Fig. 1). In order to maintain a constant temperature during the test, the rolling bearing assembly is exposed to a continuous air ﬂow, provided by two 38 mm diameter fans running at 2000 rpm, cooling the chamber surrounding the bearing house. Also, a heater controlled with PID system was used to increase and maintain a constant operating temperature at a desired value (70 ◦ C for the study case). The rolling bearing is lubricated by an oil volume of 14 ml. This volume was selected for the purpose that the centre of the ball is reached by the oil level, such as indicated by the manufacturer. For each oil tested, a new rolling bearing sample was used in order to reduce the inﬂuence of the surface ﬁnish and to avoid possible chemical interactions between oils tested. The surface roughness of diﬀerent new rolling bearings was measured using an absolute probe in a HommelWereke T4000 device. The results obtained present similar ﬁnishing on the rolling bearing raceways. The rotational speeds from 75 up to 1200 rpm were selected for the friction torque tests considering the limits of test machine and also the rotational speeds usually used in axles covering all the lubrication regimes (boundary, mixed and full ﬁlm lubrication). For example, under no load conditions, the pinion speeds range from 300 to 3000 rpm which is 4 to 5 times higher than the axle speed and under loaded conditions, the speed of the pinion is adapted from ‘the standard 29-point test schedule’ proposed by (Xu et al. 2012; Matsuyama et al. 2004). The operating temperature of 70 ◦ C was selected according to the axle lubricant temperatures measured during an EPA (Environmental Protection Agency) driving cycle including both city and highway cycles (Hammami et al. 2017a). Usually the preload range in axle diﬀerentials is between 4000 and 7000 N, assuring a suﬃciently high bearing rigidity (Spindler and Von Petery 2003, Hosokawa et al. 2009). For axial load tested (4000 and 7000 N), the rolling element (ball) and the raceway contact present the characteristics presented in Table 2. The experimental tests were performed using a thrust ball bearing (TBB, ref. 51107 SKF) geometry. The dimensions and characteristics of the selected geometry are reported in Table 3. The friction torque was measured for diﬀerent rotational speeds, in the range 75 up to 1200 rpm and the operating temperature of 70 ◦ C was selected. All thrust ball bearings were submitted to two axial loads (4000 N and 7000 N).
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Fig. 1. Schematic view of the rolling bearing assembly.



The test started at the selected speed and ran until it reached a constant operating temperature (70 ◦ C). The measurements were taken after a 30 min time operation at the desirable speed, load and operating temperature. Four friction torque measurements were performed: three values are stored and the most dispersed one was disregarded. Due to the drift eﬀect, which aﬀects the measurements of the piezoelectric sensors after long periods of operation, the friction torque measurements should be made in a short period of time (less than 120 s) and at constant temperature (70 ◦ C).



4



Friction Torque Model



In order to understand the experimental results as well as the friction torque behavior of the TBB lubricated with axle gear oils, a friction torque model is required. For that SKF proposed a detailed model (SKF 2013) which divides the total friction torque in its true physical forms. It takes into account four diﬀerent torque losses as shown in the following equation:  + Msl + Mseal + Mdrag Mt = Mrr



(1)



Since, the TBB (51107) used for experimental tests do not have seals, the Mseal component was disregarded in the calculation. The drag losses are very
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M. Hammami et al. Table 2. Ball-raceway contact parameters. Contact element Unit



Raceway



RXi



∞



[m]



Ball 3×10−3 −3



RY i



[m]



−3.38×10



3×10−3



Axial load



[N]



4000



7000



RX



[m]



6×10−3



RY



[m]



53.4×10−3



σc



[μm]



0.18



a



[μm]



102.8



2



123



Ac



[mm ] 0.14



0.198



p0



[GPa] 2.06



2.47



δ



[μm]



7.48



5.22



Table 3. Characteristics of thrust ball bearing (TBB). TBB Principal dimensions d H D



mm 35 mm 12 mm 52



Basic load ratings



Dynamic C Static C0



kN kN



Speed ratings



Reference speed rpm 5600 Limiting speed rpm 7500



19.9 51



small because the operating speeds and the mean diameter (dm = 43.5 mm) of the TBB are also small, consequently, the drag torque loss term was also disregarded. Therefore, the total friction torque of the cylindrical thrust roller bearing  had only two contributions: the rolling and sliding torques, respectively, Mrr and Msl , as presented in the following equation:  + Msl Mt = Mrr



(2)



Assuming that the friction torque obtained from experimental measurements was equal to the total torque loss predicted by the SKF model (Mt = Mt exp ) and the rolling torque was accurately calculated, the sliding torque can be directly determined (see Eq. (3)).   = Mtexp − Mrr Msl = Mt − Mrr



(3)



All the following Eqs. (4)–(11) are useful to calculate the rolling and sliding torques.  = φish · φrs · [Grr · (n · υ)0.6 ] (4) Mrr
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1 1 + 1.84 · 10−9 · (n · dm )1.28 · ν 0.64 1  φrs = Kz [K ·ν·n·(d+D)· 2·(D−d) ] e rs 1.83 0.31 Grr = R1 · dm · F a



φish =



Msl = Gsl · μsl Gsl = S1 ·



0.05 dm F a4/3
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(5) (6) (7) (8) (9)



μsl = φbl · μbl + (1 − φbl ) · μEHL (10) 1 φbl = 2.6·10−8 ·(n·ν)1.4 ·d (11) m e For thrust ball bearing, the constants R1, S1, Krs and Kz are given in Table 4. Table 4. SKF rolling bearing constants. Thrust ball bearings (51107) R1



1.03 × 10−6



S1



1.6 × 10−2



Kz



3.8



Krs 3 × 10−8



The rolling torque (Eq. (4)) was mainly dependent on the bearing type, rotational speed, oil viscosity and two factors which are the inlet shear heating φish and the kinematic replenishment reduction factor φrs . The sliding torque (Eq. (8)) was highly inﬂuenced by the bearing type, the coeﬃcient of friction and the lubrication regime. The lubrication regime on the model is quantiﬁed by the φbl quantity where the coeﬃcient of friction in full ﬁlm μEHL and boundary μbl lubrication were presented. This model is applied on the experimental results in order to determine the experimental sliding coeﬃcient of friction (μexp sl ) (see Eq. (12)). μexp sl =



 Msl M exp − Mrr = t Gsl Gsl



(12)



Also the model can predict the sliding coeﬃcient of friction using Eq. (10), where the coeﬃcient of friction is dependent on two coeﬃcients: μbl that is related to the additive package in the lubricant and μEHL that is related to the base oil and the bearing type. Using the provided values of μbl and μEHL from the SKF model, the coefﬁcient of friction obtained is slightly diﬀerent from the experimental value. To minimize the diﬀerence between μexp sl and μsl , the two coeﬃcients μbl and μEHL should be calculated for each operating temperature and for the selected rolling bearing type. They are clearly dependent on the load and the speed range used in the rolling bearing tests, as will be shown later on.
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Results and Discussion



The SKF friction torque model was used to predict the values of the rolling Mrr and sliding Msl friction torques and the EHL (μEHL ) and the boundary (μbl ) coeﬃcients of friction for all testing conditions considered in the thrust ball bearing tests under an axial load of 4000 N and 7000 N, respectively 20% and 35% of dynamic load capacity of the thrust ball bearing. 5.1



Axial Load 7000 N



The TBB lubricated with axle gear oils tests were carried out under constant temperature of 70 ◦ C and an axial load of 7000 N. Figure 2(a) shows that, in general, the measured total friction torque of the TBB decreases when the operating speed increases from 75 rpm to 1200 rpm, except in the case of oil 75W140-A, for which the friction torque increased as the speed increases. For low rotational speeds, the two candidate (B) oils generated higher values of the total friction torque than the reference (A) oils (see Fig. 2(a)) due do the signiﬁcant diﬀerences between them in terms of the additive packages present in their formulations. Figure 2(b) shows that when the speed increased the speciﬁc ﬁlm thickness inside the TBB increased from 0.22/0.46 up to 1.30/2.75, depending on the tested oil, meaning that the lubrication regime evolved from boundary to mixed ﬁlm lubrication. The values presented for the speciﬁc ﬁlm thickness were calculated using Hamrock and Dowson (Hamrock and Dowson 1981) equation for point contact (see Appendix B in previous work (Hammami et al. 2017a)). Figure 2(c) shows the rolling torque inside TBB. As expected, at constant temperature (70 ◦ C) the rolling torque increases when the speed increases  ∝(n · υ)0.6 ). This Figure also shows that the 75W140-A oil, with the high(Mrr est operating viscosity, generated the highest rolling torques, while 75W85-B oil, with the lowest viscosity, has the lowest rolling torques. Other oil formulations produced very similar rolling torques, because they have very close viscosity values at 70 ◦ C. The sliding torque Msl , presented in Fig. 2(d), is obtained by subtracting the rolling friction torque to the experimental friction torque (see Eq. 3). The sliding torque values are higher than those calculated for the rolling torque and they show the same trend of the total friction torque curves. This Figure shows that the sliding torque decreases with the increase of the rotational speeds. Such behaviour was anticipated since the coeﬃcient of friction μsl decreases when speed increases, at constant temperature, as presented in Fig. 2(e). The experimental sliding coeﬃcient of friction μexp sl , calculated using Eq. (12), is presented in Fig. 2(e) where the sliding coeﬃcient of friction follows the trend of the sliding torque. Figure 2(f) presents the sliding coeﬃcient of friction for candidate oils (B). Their experimental results with the error bar for each value are shown with markers and the model simulations are shown by the continuous lines, in function of the modiﬁed Hersey parameter Sp = U r.η.α0.5 .F n−0.5 . The approximation of the sliding coeﬃcient of friction μsl , predicted by the model, is quite good,
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(a) Total friction torque.
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(c) Rolling torque.



(d) Sliding torque.
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(e) Sliding friction coefficient.
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(f) Model simulations and experimental results for sliding coefficient of friction against modified Hersey parameter for candidate lubricants (B).



Fig. 2. Results of TBB 51107 lubricated with axle gear oils at constant temperature of 70 ◦ C under an axial load of 7000 N.
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Fig. 3. Results of TBB 51107 lubricated with axle gear oils at constant temperature of 70 ◦ C under an axial load of 4000 N.
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whatever the axle gear oil formulation and rolling bearing type. It is also clear that there is a better approximation at high speeds and high viscosities (larger values of Sp). At low speed, under boundary ﬁlm lubrication conditions, the scatter of the μsl values is larger. 5.2



Axial Load 4000 N



Figure 3(b) shows that when the operating speed increases from 75 rpm to 1200 rpm the speciﬁc lubricant ﬁlm thickness inside the TBB increases from 0.220.46 to 1.322.74, depending on the oil tested, meaning that the lubrication regime evolved from boundary to mixed ﬁlm lubrication. All axle gear oils exhibited a similar trend, but the 75W140-A oil produced the highest Λ, because of its high viscosity at 70 ◦ C, and the 75W85-B oil generated the lowest Λ, because of its low viscosity and piezo-viscosity. Figure 3(c) shows the rolling torque estimated for the TBB in all operating conditions. Since, the tests were performed at constant temperature (70 ◦ C), when the speed increases the rolling torque also increases. It is observed that the oils 75W90-B, 75W90-A and 80W90-A generated very similar rolling torques, because they have similar viscosities at 70 ◦ C. The 75W140-A oil produces very high rolling torques because it has the highest viscosity at 70 ◦ C, while the 75W85-B oil, on the other hand, has the lowest viscosity at 70 ◦ C. The experimental friction torque (see Fig. 3(a)) as well as the sliding torque (see Fig. 3(d)) presented similar behaviour, but at diﬀerent rates. The sliding torque (see Fig. 3(d)), shows that the sliding torque decreases with the speed for all operating conditions except for the 75W90-A oil show almost constant sliding torque. Table 5. Values of the coeﬃcients μbl and μEHL for TBB 51107, under 4 kN and 7 kN and at 70 ◦ C. Valid for 3262.5 < n · dm < 52200 TBB Lubricant



Parameter 4000 N 7000 N



75W85-B and 75W90-B



μbl μEHL



0.149 0.076



0.124 0.056



75W90-A and 80W90-A



μbl μEHL



0.095 0.086



0.097 0.064



μbl μEHL



0.076 0.079



0.078 0.063



75W140-A
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7000 N Vs 4000 N



The rolling torque is inﬂuenced by the load that means that when the load increased from 4000 N to 7000 N the rolling torque increases about 1.2 times for each speed. The load increment results in higher total friction torque within the rolling bearing that increases with the speed. At lower load (4000 N) the amount of the sliding torque in the total friction torque is very important for all speed range and higher than for 7000 N. This behaviour is observed since the sliding coeﬃcient of friction is much higher for low load than for higher. A good approximation of the sliding coeﬃcient of friction μsl was obtained through the reference values of μEHL and μbl for each axle gear oil formulation and thrust ball bearing type as shown in Table 5.
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Conclusions



The results achieved with the torque loss tests for TBB 51107, showed that: • The total friction torque Mt decreases when the speed increases, for the two diﬀerent axial loads at low rotational speed below 600 rpm, although its values are much higher for an higher axial load. The candidate lubricants (B) generally generated higher total friction torque than reference oils (A) which is related to their diﬀerent additive package in their formulations. • For the friction torque components, the rolling torque increased with the increase of speed and the sliding torque decreased with the increase of speed, no matter what the axial load applied. • The calculation of the sliding coeﬃcient of friction covering all lubrication regimes can be considered as representative of the axle gear oils tested. It is clear that the candidate (B) formulations have higher values of the coeﬃcient A of boundary friction than the standard (A) formulations (μB bl > μbl ), thus generating higher torque loss values for the candidate oils (B) at low speed. It is also clear that the candidate (B) formulations have lower values of the full-ﬁlm coeﬃcient of friction than the standard (A) formulations (μB EHL < μA EHL ), thus generating lower torque loss values at high speed, mainly because they have lower kinematic viscosities. • The inﬂuence of axial is clear in term of sliding coeﬃcient of friction. When the axial load increases from 4000 N to 7000 N, both boundary and full ﬁlm coeﬃcient of friction generally decrease for all axle gear oils tested. Notation and Units a aA



radius of the contact circle [m] p0 D341 viscosity parameter [-] R1



Ac



area of contact [mm2 ]



RX



maximum Hertz pressure [Pa] geometry constant for rolling bearing friction torque [-] equivalent radius of curvature in x direction [m]



Losses in Thrust Ball Bearings Lubricated with Axle Gear Oils



C C0



basic dynamic load rating RXi capacity [N] basic static load rating [N] RY



d



bearing bore diameter [mm]



D



bearing outside diameter [mm] S1



dm



rolling bearing mean diameter s [mm] axial load [N] Sp normal load [N] t factor depending on the bear- U r ing type, bearing mean diameter and applied load [N mm] factor depending on the bear- V I ing type, bearing mean diameter and applied load [N mm] width of the bearing [mm] α



Fa Fn Grr



Gsl



H Krs Kz mA Mdrag  Mrr



RY i



starvation constant for oil bath αt lubrication [-] bearing type related geometry β constant [-] D341 viscosity parameter [-] η friction torque of drag losses φbl [Nmm] rolling friction torque [Nmm] φish



Mseal friction torque of seals [Nmm]



φrs



curvature radius of element i in x direction [m] equivalent radius of curvature in y direction [m] curvature radius of element i in y direction [m] geometry constant for sliding friction torque [-] pressure-viscosity parameter [-] modiﬁed Stribeck parameter [-] pressure-viscosity parameter [-] rolling speed [m/s]



Viscosity Index [-]



pressure viscosity coeﬃcient [Pa−1 ] thermal expansion coeﬃcient [-] thermoviscosity coeﬃcient [K−1 ] dynamic viscosity [Pa s] sliding friction torque weighting factor [-] inlet hear heating reduction factor [-] kinematic replenishement/starvation reduction factor [-] coeﬃcient of friction in boundary ﬁlm lubrication [-] coeﬃcient of friction in full ﬁlm lubrication [-] sliding coeﬃcient of friction [-]



Msl



sliding friction torque [Nmm]



Mt



internal bearing friction torque μEHL [Nmm] total bearing friction torque μsl measured experimentally [Nmm] rotational speed [rpm] ν kinematic viscosity [cSt] D341 viscosity parameter [-] δ penetration [μm]



Mtexp



n nA



μbl
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Dynamic Behavior and Stability of a Flexible Rotor Abdelouahab Rezaiguia1(&), Oussama Zerti1(&), Salah Guenfoud1(&), and Debra F. Laefer2(&) 1



Applied Mechanics of New Materials Laboratory and Department of Mechanical Engineering, University of 8 Mai 1945 Guelma, Guelma, Algeria [email protected], [email protected] 2 Center for Urban Science and Progress and Department of Civil Engineering, Tandon School of Engineering, New York University, New York, USA Abstract. Among the problems encountered in rotordynamics, the phenomena of instability generally due to the hydrodynamic bearings and interns damping, the gyroscopic effect due to the discs and shafts, the excitations due to the unbalance as well as the nonlinear phenomena related on the bearings which support the rotor and the elements carried by the rotor. The objective of this paper is to investigate the effects of damping and rigidity of hydrodynamic bearing on the stability of a Lalanne-Ferraris rotor. This study was conducted with respect to the stability criterion seen in a natural frequencies’ equation. The process begins with the establishment of the characteristics of rotor elements. This is to assess the expressions of the kinetic and deformation energies, as well as the corresponding virtual work for rotor components: disk, shaft, unbalance and hydrodynamic bearing. The Rayleigh-Ritz method and Lagrange’s equations were used to determine the equations of motion. A computational program in FORTRAN is elaborated to solve the characteristic equation in free vibration. The roots are pairs of complex conjugate quantities. In forced vibration, the resolution of the linear algebraic system is conducted by the Gauss-Jordan direct method. Also a computational program in FORTRAN is elaborated. A numerical example of Lalanne and Ferraris rotor is computed. According to the results presented herein, the presence of damping for certain values of rigidities was found to be a possible source for instability of the rotor at deﬁned speeds. Keywords: Flexible rotor Hydrodynamic bearing
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1 Introduction The study of the stability of rotating machines particularly concerns rotors supported by hydrodynamic bearings. These bearings are influenced by internal phenomena. When the rotational speed increases, the vibration amplitude often goes through a maximum value at a speciﬁc speed called the critical speed. This amplitude is usually excited by an imbalance. In addition, rotating machines often develop instabilities that are related to the internal composition of the rotors. There are several criteria for rotor stability © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 37–50, 2019. https://doi.org/10.1007/978-3-319-94616-0_4
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analysis such as the Nyquist, Routh-Hurwitz and Liapunov stability criterion. Liapunov criterion is a general theory valid for any system described by linear or nonlinear differential equations. The deﬁnition of stability introduced by Liapunov is based on a state space representation of the motion of the system. The term unstable can have several meanings, and different deﬁnitions of stability exist (Bigret 1980; Muszynska 2005). One of the most common was introduced by Liapunov (Genta 2005). A clear deﬁnition is given by Lalanne and Ferraris 1998. They said that in free vibration and under initial conditions, the rotor is unstable when the amplitude of its motion grows indeﬁnitely with time. The research presented herein will adopt the above deﬁnition by Lalanne and Ferraris (1998). The rotating damping of rotors is one of the destabilizing factors of rotating machines. It comes from the internal damping of the shafts, the interfaces between the discs and the shafts, and the coupling joints made of rubber elements (Bigret 1997; Erich 1992). These phenomena give rise to tangential forces called circulatory forces in the direction of precession and in the opposite direction to the external damping forces. When these forces, proportional to the displacement and the rotating speed, become greater than the external damping forces, instability develops. As the rotating speed can increase above the ﬁrst critical speed, self-excited vibrations has become a serious problem. In certain circumstances and on very particular operations, it has been observed on the dynamic behavior of rotating machines the phenomenon of “oïl whip”. Newkirk (1924) and Kimball (1924), published two papers entitled “Shaft Whipping” and “Internal friction theory of shaft whirling”, respectively in the review “General Electric”. These two papers showed that the internal friction of materials could cause unstable movements. These phenomena (there named “oil whip” and “oil whirl”), in which vibration-damping friction usually causes a self-excited vibration has attracted the attention of many researchers. Newkirk and Taylor 1925 published “Shaft whipping to oil action in journal bearings”. They studied an unstable vibration called “oil whip”, due to a ﬁlm of oil in the bearings. Hummel 1926 and Newkirk 1930 both conﬁrmed through experimental studies the destabilizing effect caused by the oil ﬁlm bearings. They also observed that below a certain eccentricity of operation; that is to say when the bearing is weakly loaded; the tree is animated by a precession called “whipping” with a frequency close to half the rotating speed (called “half frequency whirl”). While for larger eccentricities (i.e. large loads), the system becomes stable again. Muszynska 2005, experimentally demonstrated the two phenomena “oil whip” and “oil whirl” on a rotor on rigid supports including a cylindrical bearing lubricated with oil. In this work, we study the stability of a Lalanne-Ferraris rotor model by the stability criterion seen by the natural frequencies equation. After formulating the general expressions of the characteristics of the various elements of the rotor studied, the development of the equations of the motion is necessary to predict their dynamic behavior and their stability. The Rayleigh-Ritz method is used as a method of resolution to provide a model for highlighting and treating basic phenomena. The application of Lagrange’s equations leads to obtaining equations of motion.
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2 Characteristics of Rotor Elements The physical model studied herein is that of Lalanne and Ferraris 1998. It consists of a flexible shaft of length, l, with a constant circular cross-section, S, a rigid balanced disk of center, C, and mass, MD, situated at y = l1, a hydrodynamic bearing located at y = l2 and two rigid bearings at the ends (Fig. 1). The rotor rotates at a constant speed X. One degree of freedom is used for each motion in the directions X0 and Z0 that are, respectively, u(y,t) and w(y,t). Z0 mb



O
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Y0



C



Ω l1 l2 l



Fig. 1. Physical model of the rotor (after Lalanne-Ferraris 1998)



The different frames used to study the kinetic and dynamic behavior of the rotor are presented in Fig. 2. R0 (O, X0, Y0, Z0) is an inertial frame ﬁxed to the ﬁxed part of the rotating machine. The term R(C, X, Y, Z) is the ﬁnal frame ﬁxed to the rotating disk, while the (C, Y) axis is perpendicular to the disk coinciding with the rotating disk axis at the deformed state of the shaft. The (x, y, z) coordinate system is related to the (x0, y0, z0) coordinate system through a set of three angles, w, h and /. The two ﬁrst angles are characterized the gyroscopic effect of both the disk and the shaft. To achieve the instantaneous orientation of the disk, one ﬁrst rotates it by an amount w around the (C, Z0) axis, then by an amount h around the new axis (C, X1), and ﬁnally by an amount / around the free rotating axis of the rotor (C, Y) (Fig. 3). ~ ðR=R0 Þ is as per Lalanne and Feraris The instantaneous rotation vector of the disk x (1998) shown in (1): 2 3 3 xx w_ cos h sin / þ h_ cos / 5 ~ ðR=R0 Þ ¼ 4 xy 5 ¼ 4 x /_ þ w_ sin h _ _ xz R w cos h cos / þ h sin / R 2



ð1Þ



where (C, X), (C, Y), (C, Z) are the principal inertia directions. The inertia tensor of the disk on point C is as per (2):
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Fig. 2. Different frames for a disk on rotating flexible shaft



Fig. 3. Bearing stiffness and damping
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IDx ½ IC ðD Þ ¼ 4 0 0



0 IDy 0
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ð2Þ ð~ x;~ y;~ zÞ



The kinetic energy of the disk is the sum of the translation and rotation energies of the center C of the disk as per Lalanne and Feraris (1998) as shown in (3):  2 1 1 TD ¼ MD ~ VðC=R0 Þ þ fxgTR ½IC ðDÞfxgR 2 2



ð3Þ
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Assuming that the disk is symmetric, the angles w and h are small, and the angular velocity and displacement along Y0 are constant, the kinetic energy expression (3) can be simpliﬁed as (4): 1 1 1 _ TD ¼ MD ðu_ 2 þ w_ 2 Þ þ IDx ðh_ 2 þ w_ 2 Þ þ IDy ðX2 þ 2XwhÞ 2 2 2



ð4Þ



_ represents the gyroscopic (Coriolis) effect. where the last term, IDy Xwh, The flexible shaft is characterized by the kinetic and strain energies. It is represented by Timoshenko’s rotating beam. The general formulation of the kinetic energy of the shaft comes from an extension of the disk expression (4) (as per Lalanne and Feraris 1998). The energy of a beam section of an inﬁnitesimal length dy is the same energy of a disc of the same dimensions. Integrating (4) along the shaft length generates (4): qS Ta ¼ 2



Zl



qI ðu_ þ w_ Þdy þ 2 2



Zl



0



_2



_2



Zl



ðw þ h Þdy þ q I l X þ 2q I X



2



2



0



w_ h dy



ð5Þ



0



where q is the mass per unit volume and I is the area moment of inertia of the crosssection beam. The ﬁrst term of (5) is the classical expression for the kinetic energy of a beam bending in two planes, the second term is the secondary effect of a rotary inertia (Timoshenko’s rotating beam), the third term constant is the rotation energy of the shaft, and the last term represents the gyroscopic effect. The strain energy of a symmetric rotating beam is shown as per Lalanne and Ferraris (1998) as (6): EI Ua ¼ 2



Z l " 2 2  2 2 # @ u @ w þ dy 2 @y @y2



ð6Þ



0



The imbalance is deﬁned by a mass mb situated at a distance d from geometric center C of the disk, and its kinetic energy must be calculated. By supposing that the mass mb remains in a plane perpendicular to the (O,Y0) axis, its coordinates along this axis are constant, and the mass mb is much smaller than the rotor mass, then the expression for the kinetic energy of imbalance can be written as (7) Tb ¼ mb X d ðu_ cos X t  w_ sin X tÞ



ð7Þ



The stiffness and viscous damping of the hydrodynamic bearing are assumed to be known. The virtual work of the forces acting on the shaft can be written as (8): _ _ dW ¼ ðkXX u þ kXZ w þ cXX u_ þ cXZ wÞdu  ðkZZ w þ kZX u þ cZZ w_ þ cZX uÞdw ¼ Fu du þ Fw dw



ð8Þ
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where Fu and Fw are components of the generalized force along the X0 and Z0 directions, respectively.



3 Numerical Application 3.1



Numerical Data



The disk is of steel with a density of q = 7800 kg/m3, a Young’s modulus E = 2  1011 N/m2, an inner radius R1 = 0.01 m, an outer radius R2 = 0.15 m, and a thickness h = 0.03 m situated at l1 = l/3. The shaft is also of steel of length l = 0.4 m and a cross-sectional radius R1 = 0.01 m. The imbalanced mass is mb = 10−4 kg, situated at a distance d = 0.15 m from geometric center, C, of the disk. The hydrodynamic bearing is situated at l2 = 2 l/3, characterized by: kXX = 2  105 N/m, kZZ = 5  105 N/m, cXX = b kXX, cZZ = b kZZ, kXZ = kZX = cXZ = cZX = 0, for which b is a damping factor (as per Lalanne and Feraris 1998). 3.2



Equations of Motion



For the equations of motion, the numerical Rayleigh-Ritz method is used. According to the bending beam theory, the ﬁrst mode shape is the dominant response. So the displacements u and w projected in a modal basis can be uncoupled as per (10) u ðy; tÞ ¼ / ð yÞ q1 ðtÞ;



w ðy; tÞ ¼ / ð yÞ q2 ðtÞ



ð10Þ



where /(y) = sin(py/l), is the exact ﬁrst bending mode shape of the shaft simply supported at both ends, and q1 and q2 are generalized coordinates. The angles w and h are small and as such are approximated by (11) hðy; tÞ ¼



@wðy; tÞ ; @y



wðy; tÞ ¼ 



@uðy; tÞ @y



ð11Þ



Taking into account all numerical data presented in Sect. 3.1 and all previous expressions, after integration the total kinetic energy of the system and strain energy of the shaft becomes (12, 13)   T ¼ 7:14 q_ 21 þ q_ 22  2:87Xq_ 1 q2 þ 1:3  105 Xðq_ 1 cos Xt  q_ 2 sin XtÞ   Ua ¼ 5:97  105 q21 þ q22



ð12Þ ð13Þ



and ﬁnal generalized forces (14) Fq1 ¼  0:15  106 q1  b  1:5  105 q_ 1 ; Fq2 ¼  0:37  106 q2  b  3:75  105 q_ 2 The application of Lagrange’s Eq. (15)



ð14Þ
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ð15Þ



gives the equations of motion of geometric center, C, of the disk (16.1 and 16.2): m €q1  a X q_ 2 þ c1 q_ 1 þ k1 q1 ¼ mb d/ðl1 Þ X2 sin Xt



ð16:1Þ



m €q2 þ a X q_ 1 þ c2 q_ 2 þ k2 q2 ¼ mb /ðl1 Þ d X2 cos Xt



ð16:2Þ



c2 = b  3.75  105; with m = 14.29; a = 2.87; c1 = b  1.5  105; 6 6; −5 k1 = 1.34  10 ; k2 = 1.57  10 and mb d / ðl1 Þ = 1.3  10 . 3.3



Numerical Results



3.3.1 Campbell Diagram To draw the Campbell diagram, which represents the evolution of natural frequencies as a function of the rotating speed, the rotor is studied in free motion. Only solutions of (16.1 and 16.2) without second member are considered: m €q1  a X q_ 2 þ c1 q_ 1 þ k1 q1 ¼ 0



ð17:1Þ



m €q2 þ a X q_ 1 þ c2 q_ 2 þ k2 q2 ¼ 0



ð17:2Þ



The solutions of (17.1 and 17.2) have to be sought in the following form: q1 ðtÞ ¼ Q1 ert ;



q2 ðtÞ ¼ Q2 ert



ð18Þ



Substituting (18) into (17.1 and 17.2) gives (19) 



mr 2 þ c1 r þ k1 a Xr



a Xr mr 2 þ c2 r þ k2



(



Q1 Q2



) ¼



( ) 0 0



ð19Þ



For non-trivial solutions of (19), the value of the determinant of the matrix must be zero from which the forth order characteristic equation can be generated (20):   m2 r 4 þ mðc1 þ c2 Þr 3 þ k1 m þ k2 m þ c1 c2 þ a2 X2 r 2 þ ðk2 c1 þ k1 c2 Þr þ k1 k2 ¼ 0 ð20Þ In general, the values of the damping coefﬁcients c1 and c2 are such that the roots of (20) are pairs of complex conjugate quantities, which can be written as (21): ri ðXÞ ¼ ri ðXÞ þ jxi ðXÞ



ð21Þ



where ri(X) is the ith complex frequency, xi(X) is the ith natural frequency, and ri(X) is the ith decay rate (the rate at which the amplitude decreases over time) that changes sign: a negative value of ri characterizes a movement that decreases over time (stable
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movement), while a positive value characterizes an exponential growth of motion over time (unstable movement). 3.3.2 Unbalanced Response In the case of the presence of an excitation force due to an imbalance, the study of the particular solution is done by considering the system (16.1 and 16.2) with a second member. As the system is damped, the response is generally not synchronous with the strength of the imbalance. Solutions are sought in the form of (22): q1 ðtÞ ¼ A1 sin X t þ B1 cos X t q2 ðtÞ ¼ A2 sin X t þ B2 cos X t



ð22Þ



These expressions (22) are reported in the equations of motion (16.1 and 16.2), and each equation leads to two equations representing the equality of the sin X t and cos Xt. This gives a set of linear algebraic equations that can be written in the following matrix form (23): 2 38 9 8  29 A1 > > m dX > k1  mX2 > c1 X 0 aX2 > > = > = < > < 2 2 6 c1 X 7 B1 k1  mX aX 0 0 6 7 ¼ ð23Þ 4 A2 > > 0 aX2 0 > k2  mX2 c2 X 5 > > > > > ; ; : : B2 m dX2 aX2 0 c2 X k2  mX2 For a value of X, the resolution of (23) gives Q1(X) and Q2(X) from: Q 1 ðX Þ ¼



qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ A21 þ B21 ;



Q 2 ðX Þ ¼



qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ A22 þ B22



ð24Þ



The resolution of (20) is done using a program in FORTRAN. The resolution of the linear algebraic system (23) is conducted by the Gauss-Jordan direct method. To see the influence of damping, Figs. 4 and 5 show the evolution of the natural frequencies of the rotor as a function of the rotating speed N ¼ 30 X=p, as well as the magnitude of point C of the unbalanced response for the four damping factor values assigned to b (Lalanne and Feraris 1998). In this ﬁgure, when b = 0.0002, two peaks corresponding to the critical speeds 2759 rpm and 3431 rpm are apparent. These are the same critical speeds obtained by the Campbell diagram (points A and B). For other answers (b = 0.015, b = 0.02, b = 0.026), the amplitudes of the peaks corresponding to the critical speeds reduced with the increased value of the damping factor b until they disappear altogether. For the very important damping factor of b = 0.026, Campbell’s diagram is very different to the others. Speciﬁcally, at rest only one frequency appears, and the other natural frequency does not appear before the speed of rotation reaches the value of N = 3867 rpm. Figure 6 illustrates the variation of the direction of precession of the geometric center of the disk as a function of the rotating speed. Precession can be deﬁned as a change of direction of the rotating axis. There are two types of precession: direct and inverse. For direct precession, the geometrical rotor center rotates in the same direction of rotation and vice versa for the inverse precession. The ﬁgures shows how the
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Fig. 4. Unbalanced response and Campbell’s diagram, (a) b = 0.0002, (b) b = 0.015



Fig. 5. Unbalanced response and Campbell’s diagram, (c) b = 0.02, (d) b = 0.026
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Fig. 6. Variation of the direction of the precession as a function of the speed of rotation



changes in precession direction do not occur at critical speeds. When the rotor rotates at very high speeds, the trajectory of the center of the disk becomes circular. Figure 7 shows the variation of the decay rate, r, according to the rotating speed for different values of the damping factor. A distinction is made between the variation of the decay rate and the increase in the damping factor and that all the values of the decay rate for all values of b are negative. These negative values of r characterize a movement that decreases over time. So, the rotor is stable.



Fig. 7. Decay rate, (a): b = 0.0002, (b): b = 0.015, (c): b = 0.02, (d): b = 0.026
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3.3.3 Influence of Stiffness on Rotor Stability If the stiffness and damping characteristics are as follows (Lalanne and Feraris 1998): kXX ¼ 2  105 N/m; kZZ ¼ 5  105 N/m; kXZ ¼ kZX ¼ 4  104 Ns/m; cXX ¼ cZZ ¼ 102 Ns/m; cXZ ¼ cZX ¼ 0. Then the equations of free motion (17.1 and 17.2) become as per (25): m€q1  a X q_ 2 þ c q_ 1 þ k1 q1 þ k12 q2 ¼ 0 m€q2 þ a X q_ 1 þ c q_ 2 þ k2 q2 þ k21 q1 ¼ 0



ð25Þ



with k1 ¼ k þ kXX /2 ðl2 Þ ¼ 1:34  106 N/m k2 ¼ k þ kZZ /2 ðl2 Þ ¼ 1:57  106 N/m ð26Þ



k12 ¼ kXZ /2 ðl2 Þ ¼ 3  104 N/m k21 ¼ kZX / ðl2 Þ ¼ 3  10 N/m 2



4



c ¼ cXX /2 ðl2 Þ ¼ cZZ /2 ðl2 Þ ¼ 75 Ns/m The solutions of free motion Eq. (25) have the same form as (22); substituting (22) into (25) results in (27): 



mr 2 þ cr þ k1 a Xr þ k21



a Xr þ k12 mr 2 þ cr þ k2



(



Q1 Q2



) ¼



( ) 0 0



ð27Þ



Hence the characteristic polynomial of (28): r4 þ



2c 3 r þ m







   k1 k2 c2 a2 X 2 2 ck1 ck2 a k1 k2  k12 k21 þ þ 2þ þ þ þ ð k  k ÞX rþ ¼ 0 r 21 12 m2 m m m m2 m2 m2 m2



ð28Þ To see the influence of bearing rigidities on the stability of the rotor, Fig. 8 shows the Campbell diagram and the decay rate as a function of the rotation speed. Note that this system becomes unstable for N > 1395 rpm. This speed (said rate of instability) corresponds to the change of sign of the decay rate from a negative value to a positive value. The rotor is unstable after this speed. 3.3.4 Response Due to Harmonic Force Fixed in Space In rotation, the rotor can be excited by a harmonic force ﬁxed in space with excitation frequency x. This force is assumed to act only on the rotor along the direction X0 at y = l3 = 2 l/3. These components are as per (29): Fq1 ¼ F0 /ðl3 Þ sin x t ¼ F sin x t; So, the equations to solve are shown in (30):



Fq2 ¼ 0



ð29Þ
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Fig. 8. Influence of hydrodynamic bearing rigidities on rotor stability



m€q1  a X q_ 2 þ c1 q_ 1 þ k1 q1 ¼ F sin x t m€q2 þ a X q_ 1 þ c2 q_ 2 þ k2 q2 ¼ 0



ð30Þ



The solutions of (30) can be sought in the form of (31): q1 ðtÞ ¼ A1 sin x t þ B1 cos x t q2 ðtÞ ¼ A2 sin x t þ B2 cos x t



ð31Þ



By substituting (31) into (30), each equation leads to two equations representing the equality of the factors of sin xt and cos xt. This gives a set of linear algebraic equations that can be written in the matrix form (32): 2 38 9 8 9 F> A1 > > k1  mx2 c1 x 0 axX > > = < > = > < > 2 6 c1 x 7 0 B k  mx axX 0 1 1 6 7 ð32Þ ¼ 2 4 0> 0 axX k2  mx c2 x 5 > > > > > A2 > ; : > 2 :B ; 0 axX 0 c2 x k2  mx 2 For every value of x, the resolution of (32) gives A1(x,X), B1(x,X), A2(x,X), B2(x,X) and so Q1(x,X) and Q2(x,X) from (33): Q1 ðx; XÞ ¼



qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ A21 þ B21 ;



Q2 ðx; XÞ ¼



qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ A22 þ B22



ð33Þ



Figure 9 shows a cascade representation of the amplitude of vibration due to a ﬁxed harmonic force in the amplitude space F0 = 100 N for a damping factor b = 0.0002. Notably, this representation shows the evolution of the vibration amplitude as a function of the excitation frequency and the rotating speed at the same time. For a given speed at each time, a natural frequency coincides with an excitation frequency; a peak is obtained at the points of intersection. At the start, two natural frequencies are distinctive, because of the dissymmetry of the rotor and are the same as that obtained by the Campbell diagram (Fig. 4a). Thus Campbell’s diagram can be observed through this representation.
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Fig. 9. Cascade representation of the amplitude of vibration due to a harmonic force ﬁxed in space, b = 0.0002, F0 = 100 N



4 Conclusions The objective of this work was to study the stability of a simple mono-rotor model with a hydrodynamic bearing. The different expressions that characterize the rotor elements are determined. The equations of motion are obtained using the Rayleigh-Ritz method and Lagrange’s equations. Taking into account the gyroscopic effect due to the disc or the shaft, as well as the characteristics of the hydrodynamic bearing, makes the natural frequencies vary according to the rotating speed. The free behavior of the rotor is summarized by Campbell’s diagram. The latter is one of the basic tools for determining the critical speeds of the system. In this studied model, asymmetry is introduced by the stiffness and damping of the hydrodynamic bearing. In the presence of damping, the roots of the characteristic polynomial are pairs of complex conjugate quantities. Increasing the damping factor influences the evolution of the natural frequencies and the variation of the decay rate, as a function of the rotating speed. Stability analysis is one of the most powerful tools for studying and improving the dynamic behavior of rotating machinery. The criterion used is very reliable for the study of the stability and the determination of the rate at which instability manifests itself.
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Abstract. The objective of this paper is to use the Independent Component Analysis technique (ICA) in the Operational Modal Analysis (OMA) in order to determine the modal parameters of a half car model with four degrees of freedom. The ICA method is a major technique of the Blind Source Separation (It considers the studied system as a black box and knowing only its responses it can estimate its modal parameters) which is based on the inverse problem. In our case, this technique can be used to reconstruct the modal responses of the half car model knowing only its vibratory responses. In this paper, these vibratory responses are numerically computed using the Newmark approach and they constitute the observed signals for the ICA algorithm. So that based only on the knowledge of these responses, the ICA estimates the modal characteristics (modal responses, eigenfrequencies) of the studied half car model. Finally, the modal responses of the studied system obtained by the classical modal analysis are compared with those estimated by the ICA technique using some performance criteria which are the Modal Assurance Criterion (MAC number) and the relative error. The obtained results show a good agreement between the theoretical and estimated modal characteristics. Keywords: Operational modal analysis Half car  Modal parameters



 Independent component analysis



1 Introduction The knowledge of the modal parameters of the system is very important to avoid its excitation with its eigenfrequencies so its resonance. Thus the Operational Modal Analysis is used. The Classical modal recombination method necessitates the knowledge of the excitation forces applied on the structures to compute its dynamic responses. But in complex structures, there is no information about theses excitation forces so it is difﬁcult to know them exactly such as the case of machines vibrations or the wind acting on the buildings. In this paper the Operational Modal Analysis © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 51–60, 2019. https://doi.org/10.1007/978-3-319-94616-0_5
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(OMA) based on the Independent Component Analysis (ICA) is used. This technique has the advantage that is able to identify the modal parameters of a system knowing only on its vibratory responses. The ICA was ﬁrstly used in a biological ﬁeld (Hérault and Ans 1984; Ans et al. 1983) then it was extended to be used in the mechanical ﬁeld such as (Akrout et al. 2012) who used the ICA in the OMA for a laminated doubleglazing system in order to identify the modal parameters of this structure. Also (Abbès et al. 2011) showed that the ICA can be used in the OMA for a double panel system. Recently (Ben Hassen et al. 2017a) used the ICA algorithm to determine the modal parameters of a suspension system. This paper is an extension to the work of (Ben Hassen et al. 2017a, b). Here a more complex system with four-degree of freedom is considered (Ben Hassen et al. 2017a, b). The aim of the use of the ICA is to determine the modal parameters of the half vehicle model. The ability of this technique to identify the modal parameters is studied by computing some performance criteria. In fact the identiﬁcation of the natural frequencies of such system is very important to avoid the excitation of this system in the frequency band between 4–8 Hz which is harmful to the human body according to the ISO 2631. The remainder of this paper was organized as follows: In a second section a brief presentation of the concept of the use of the ICA in the OMA is done, then, a description of the studied system is carried out. Finally, a comparison between the estimated modal parameters by the ICA and those identiﬁed by the classical modal analysis is performed. The validation of the results is done by computing some performance criteria. And a good agreement between the results is obtained.



2 Operational Modal Analysis In this paper the ICA is used in the Operational Modal Analysis to determine the modal parameters of the studied system based on its dynamic responses. 2.1



Concept of the ICA



The ICA is a statistical method of Blind Source Separation (BSS). It has for objective the decomposition of a random signal X into a linear combination of statistically independent signals. This vector is deﬁned as follows (Jutten and Hérault 1991) XðtÞ ¼ ½ AfSg



ð1Þ



where: A is the mixing matrix and S is the vector of the source signals. 2.2



Application of the ICA in the OMA



Using the classical modal analysis the vibratory responses xðtÞ can be written as: x ¼ wy



ð2Þ
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This vector is considered as the only known input of the ICA algorithm. By appliying the ICA algorithm we can ﬁnd the mixing matrix A which is close to the matrix w and the estimated signals S which are close to the modal responses. From these responses we can compute the eignfrequencies of the studied system.



3 Studied System 3.1



Presentation of the System



The proposed system in this study is a half car model. It is presented by the following ﬁgure (Fig. 1).



xb mb,Ix b2 csr2



ksr2 Xu2



mur2



φ



b1 ksr1



csr1 xu1 mur1 Kur1



Kur2



Fig. 1. Half car vehicle model



This model incorporates the rolling motion of the vehicle. It includes the displacement of the vehicle body xb, the roll angle /; the xu1 and xu2 wheel movements and the excitation of the h1 and h2 road proﬁle. The motion equations of this system are presented in the following section (Ben Hassen et al. 2017a, b).



54



D. Ben Hassen et al.



3.2



Equations of Motion



The equations of motion of the system can be written using Newton’s law: _ þ csr2 ð_xb  x_ u2  b2 uÞ _ þ ksr1 ðxb  xu1 þ b1 uÞ mb €xb þ csr1 ð_xb  x_ u1 þ b1 uÞ þ ksr2 ðxb  xu2  b2 uÞ ¼ 0:



ð3Þ



€ þ b1 csr1 ð_xb  x_ u1 þ b1 uÞ _  b2 csr2 ð_xb  x_ u2  b2 uÞ _ þ b1 ksr1 ðxb  xu1 þ b1 uÞ Ix u ð4Þ  b2 ksr2 ðxb  xu2  b2 uÞ ¼ 0 _ þ kur1 xu1  ksr1 ðxb  xu1 þ b1 uÞ ¼ 0 mur1€xu1  csr1 ð_xb  x_ u1 þ b1 uÞ



ð5Þ



_ þ kur2 xu2  ksr2 ðxb  xu2  b2 uÞ ¼ 0 mur2€xu2  csr2 ð_xb  x_ u2  b2 uÞ



ð6Þ



These motion equations can be written in a matrix form as: € þ CX_ þ KX ¼ 0 MX



ð7Þ



Where: 2



xb



3



6 u7 6 7 X¼6 7 4 xu1 5



ð8Þ



xu2 2



2



6 0 6 M=6 4 0



0



0



0



Ix 0



0 mur1



0 0



0



0



0



mur2



ksr1 þ ksr2 6 b2 ksr2 þ a1 ksr1 k¼6 4 ksr1 ksr2 2



mb



b2 ksr2 þ b1 ksr1 b21 ksr1 þ b22 ksr2 b1 ksr1 b2 ksr2



csr1 þ csr2 6 b2 csr2 þ b1 csr1 C¼6 4 csr1 csr2



3 7 7 7 5



ksr1 b1 ksr1 ksr1 þ kur1 0



b2 csr2 þ b1 csr1 b21 csr1 þ b22 csr2 b1 csr1 b2 csr2



ð9Þ



3 ksr2 7 b2 ksr2 7 5 0 ksr2 þ kur2



csr1 b1 csr1 csr1 0



3 csr2 b2 csr2 7 7 5 0 csr2



ð10Þ



ð11Þ
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The following table contains the values of the parameters of the half car model (Table 1). Table 1. Parameters of the half car model Parameters mb mur1/mur2 ksr1/ksr2 kur1/kur2 csr1/csr2 Ix b1 b2



Value 500 53 11, 5.103 20.104 1000 410 0.7 0.75



Unit [kg] [kg] [N/m] [N/m] [N/ms] [kg/m2] [m] [m]



Table 2. Comparison between the eignfrequencies Mode 1 2 3 4



Theoretical frequency (Hz) Estimated theory (Hz) Relative error (%) 0.79 0.8 1.26 0.98 1 2.04 9.82 9.6 2.2 9.87 9.8 0.7



4 Classical Modal Analysis Using the classical modal analysis, the modal matrix is calculated as: 2



0:0031 6 0:0493 ½/  ¼ 6 4 0:0017 0:0019



0:0446 0:0034 0:0026 0:0020



0:0007 0:0006 0:0019 0:1373



3 0:0008 0:0007 7 7 0:1373 5 0:0019



ð12Þ



So the theoretical frequencies can be obtained: 2



3 0:79 6 0:98 7 6 7 ½f ¼ 6 7ðHzÞ 4 9:82 5



ð13Þ



9:87 8 9 y1 > > > > > > < y2 = that represent the separate signals to be The modal responses fY g ¼ > > > y3 > > > : ; y4 determined from the ICA and their frequency spectrum are represented by the following Fig. 2.
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Fig. 2. Modal responses and their spectrum



For each modal response, the frequency spectrum shows the natural frequency of the correspondent mode i (i = 1, 2, 3, 4).



5 Results of the Application of the ICA in the OMA Starting from the physical responses measured at the different degrees of freedom i (i = 1, 2, 3, 4), the ICA program is used to determine the estimated source signals that contain the estimated eigenfrequency information and the mixing matrix which has the estimated modal matrix.
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The obtained dynamic responses (observed signals) and their spectrum are shown in the following Fig. 3.



Fig. 3. Vibratory responses and their spectrum



It can be seen that the frequency spectrum spectral of the observed signals X presents the different natural frequencies of the discrete system studied. In order to ﬁnd the separate signals (the modal responses), we apply the ICA starting from the vibratory responses of our system. The results are exposed below (Fig. 4).
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Fig. 4. Modal responses by the ICA and their frequency spectrum



The following diagram shows the Mac number of the different estimated modal deformities (Fig. 5): It can be seen that the Mac value is close to 1 which prove that the ICA is able to reconstruct the modal responses of the half car model. Also from the frequency spectrum, it can be noticed that the ICA is able to identify the eigenfrequency of each corresponding mode. The following Table 2 shows a comparison between the theoretical frequencies and the estimated ones using the relative error.
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Fig. 5. Mac number



6 Conclusion In this study the ICA is exploited and used in the OMA in order to determine, the modal properties (modal response, natural frequencies) of a half car model. By using some performance criteria like the Mac value and the relative error between the theoretical modal responses obtained by the classical modal analysis and those estimated by the ICA, we notice that the ICA give satisfactory results. Thus by using only the measured vibratory responses of the studied system, the Independent Component Analysis (ICA) can determine its modal characteristics. Acknowledgements. The authors are grateful to Vicent Zarzoso and Pierre Comon for making ICA algorithm (Zarzoso 2010).
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Abstract. We consider the problem of detecting the presence of soundhard cracks in a non homogeneous reference medium from the measurement of multi-static far ﬁeld data. First, we provide a factorization of the far ﬁeld operator in order to implement the Generalized Linear Sampling Method (GLSM). The justiﬁcation of the analysis is also based on the study of a special interior transmission problem. This technique allows us to recover the support of the inhomogeneity of the medium but fails to locate cracks. In a second step, we consider a medium with a multiply connected inhomogeneity assuming that we know the far ﬁeld data at one given frequency both before and after the appearance of cracks. Using the Diﬀerential Linear Sampling Method (DLSM), we explain how to identify the component(s) of the inhomogeneity where cracks have emerged. The theoretical justiﬁcation of the procedure relies on the comparison of the solutions of the corresponding interior transmission problems without and with cracks. Finally we illustrate the GLSM and the DLSM providing numerical results in 2D. In particular, we show that our method is reliable for diﬀerent scenarios simulating the appearance of cracks between two measurements campaigns.
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· Sampling methods



Introduction



This work is a contribution to sampling methods in inverse scattering theory when the issue is to determine the shape of an unknown inclusion from ﬁxed frequency multi-static data. More precisely we extend the Generalized Linear Sampling Method (GLSM) and the Diﬀerential Linear Sampling Method (DLSM) [2,3] to inhomogeneous media containing sound-hard cracks. GLSM provides an exact characterization of the target shape from the far ﬁeld operator, and c Springer Nature Switzerland AG 2019  T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 61–73, 2019. https://doi.org/10.1007/978-3-319-94616-0_6
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its implementation mainly requires two complementary factorizations of the far ﬁeld operator, one used in the Linear Sampling Method (LSM) and another used in the Factorization Method (FM). From the measurements for both the damaged background and the initial background, it is possible to detect the defect thanks to the DLSM. This method consists in combining a result of comparison of two interior transmission problems associated with each background and the results of the GLSM. The purpose of this article is to establish a similar factorization for a medium containing sound-hard cracks and to provide the theoretical results needed in the justiﬁcation of the DLSM, the method we use to identify emergence of defects in an unknown background. For references of works dealing with qualitative methods to detect cracks, we mention, among others, [4–6,11].



2



The Forward Scattering Problem



We consider an isotropic medium embedded in Rd , d = 2 or 3, containing soundhard cracks. Following [6], a crack Γ is deﬁned as a portion of a smooth nonintersecting curve (d = 2) or surface (d = 3) that encloses a domain Ω, such that its boundary ∂Ω is smooth. We assume that Γ is an open set with respect to the induced topology on ∂Ω. The normal vector ν on Γ is deﬁned as the outward normal vector to Ω (see Fig. 1). To deﬁne traces and normal derivatives of functions on Γ, we use the following notation for all x ∈ Γ: f ± (x) = lim+ f (x ± hν(x)) h→0



and ∂ν± f (x) = lim+ ν(x).∇f (x ± hν(x)). h→0



Fig. 1. Example of setting in R2 .



We shall also work with the jump functions   ∂f + − and [f ] := f − f := ∂ν+ f − ∂ν− f. ∂ν We assume that the propagation of waves in time harmonic regime in the reference medium is governed by the Helmholtz equation Δu + k 2 u = 0 in Rd where Δ stands for the Laplace operator of Rd and where k is the wave number. We assume that the cracks are embedded in a local perturbation of the reference
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medium. To model this perturbation, we introduce n ∈ L∞ (Rd ) a complex valued coeﬃcient (the refractive index of the medium) such that n = 1 in Rd \ D and n = 1 in D. Here D ⊂ Rd is a bounded domain with Lipschitz boundary ∂D such that Rd \ D is connected. We assume that m (n) ≥ 0 in Rd and that Γ ⊂ D. The scattering of the incident plane wave ui (θ, ·) := eikθ·x of direction of propagation θ ∈ Sd−1 by the medium is described by the problem Find u = ui + us such that Δu + k 2 n u = 0 in Rd \ Γ ∂ν± u= 0 on Γ  d−1 ∂us − ikus = 0, lim r 2 r→+∞ ∂r



(1)



with ui = ui (θ, ·). The last line of (1), where r = |x|, is the Sommerfeld radiation condition which selects the outgoing scattered ﬁeld and which is assumed to hold uniformly with respect to x  = x/|x| ∈ Sd−1 . For all k > 0, Problem (1) has a unique solution u belonging to H 1 (O \ Γ) for all bounded domain O ⊂ Rd . The scattered ﬁeld us (θ, ·) has the expansion   d−1 u∞ us (θ, x) = ηd eikr r− 2 (θ, x  ) + O(1/r) , (2) s as r → +∞, uniformly in x  = x/|x| ∈ Sd−1 . In (2) the constant ηd is given by π √ ηd = ei 4 / 8πk for d = 2 and by = 1/(4π) for d = 3. The function u∞ s (θ, ·) : Sd−1 → C, is called the far ﬁeld pattern associated with ui (θ, ·). From the far ﬁeld pattern, we can deﬁne the far ﬁeld operator F : L2 (Sd−1 ) → L2 (Sd−1 ) such that g(θ) u∞ ) ds(θ). (3) (F g)( x) = s (θ, x Sd−1



By linearity, the function F g corresponds to the far ﬁeld pattern of the scattered ﬁeld in (1) with g(θ)eikθ·x ds(θ) (Herglotz wave function). (4) ui = vg := Sd−1



3



Factorization of the Far Field Operator



In this section we explain how to factorize the far ﬁeld operator F deﬁned in (3). From the Green representation theorem, computing the asymptotic behaviour of the Green’s function as r → +∞ gives   + ∞ 2 −ik xy −ik xy x) = k (n(y) − 1)u(y)e dy + [u(y)]∂ν(y) e ds(y) (5) us ( D



Γ



for the far ﬁeld pattern of us in (2). A ﬁrst step towards the factorization of F is to deﬁne the Herglotz operator H : L2 (Sd−1 ) → L2 (D) × L2 (Γ) such that Hg = (vg |D , ∂ν+ vg |Γ ).



(6)
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We give in Proposition 1 below a characterization of the closure of the range of H. Set  



(7) H = v ∈ L2 (D) | Δv + k 2 v = 0 in D . and deﬁne the map Ψ : H → L2 (D) × L2 (Γ) such that Ψv = (v|D , ∂ν+ v|Γ ).



(8)



Proposition 1. The operator H : L2 (Sd−1 ) → L2 (D) × L2 (Γ) defined in (6) is injective and R(H) = Ψ(H ). Proof. The proof of the injectivity of H follows a classical argument based on the Jacobi Anger expansion (apply [7, Lemma 2.1]). To establish the second part of the claim, ﬁrst we note that vg (deﬁned in (4)) belongs to H so that R(H) ⊂ Ψ(H ). On the other hand, classical results of interior regularity ensure that is some constant C > 0 such that ||∂ν v||L2 (Γ) ≤ C||v||L2 (D) for all v ∈ H . This in addition to Ψv L2 (D)×L2 (Γ ) ≥ v L2 (D) allows one to show that Ψ(H ) is a closed subspace of L2 (D) × L2 (Γ). The regularity result implies that Ψ : (H , · L2 (D) ) → L2 (D) × L2 (Γ) is continuous. Since the set of Herglotz wave 



functions is dense in (H , · L2 (D) ), we deduce that R(H) = Ψ(H ). Next we deﬁne the operator G : R(H) → L2 (Sd−1 ) such that G(v, ∂ν+ v) = u∞ s ,



(9)



where u∞ s is the far ﬁeld pattern of us , the outgoing scattered ﬁeld which satisﬁes Δus + k 2 n us = k 2 (1 − n)v in Rd \ Γ ∂ν± us = −∂ν± v on Γ.



(10)



Note that if (v, ∂ν+ v) ∈ R(H) then interior regularity implies ∂ν+ v = ∂ν− v on Γ. We also deﬁne the map T : L2 (D) × L2 (Γ ) → L2 (D) × L2 (Γ ) such that T (v, ∂ν+ v) = (k 2 (n − 1)(v + us ), [v + us ]).



(11)



Clearly we have F = GH. And one can check using (5) that G = H ∗ T so that F admits the factorisation (12) F = H ∗ T H. The justiﬁcation of the techniques we propose below to recover the cracks will depend on the properties of the operators G, T . And the latter are related to the solvability of the so-called interior transmission problem which in our situation states as follows: given f ∈ H 3/2 (∂D), g ∈ H 1/2 (∂D) Find (u, v) ∈ L2 (D) × L2 (D) such that w := u − v ∈ {ϕ ∈ H 1 (D \ Γ) | Δϕ ∈ L2 (D \ Γ)} Δu + k 2 n u = 0 in D \ Γ u − v = f on ∂D Δv + k 2 v = 0 in D ∂ν u − ∂ν v = g on ∂D ∂ν± u = 0 on Γ.



(13)
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We shall say that k > 0 is a transmission eigenvalue if (13) with f = g = 0 admits a non zero solution. One can show for example that if the coeﬃcient n is real and satisﬁes 1 < n∗ < n < n∗ for some constants n∗ , n∗ , then the set of transmission eigenvalues is discrete without accumulation point and that Problem (13) is uniquely solvable if and only if k is not a transmission eigenvalue (this will be part of a future work). We shall say that (13) is well-posed if it admits a unique solution for all f ∈ H 3/2 (∂D), g ∈ H 1/2 (∂D). Proposition 2. Assume that k > 0 is not a transmission eigenvalue. Then the operator G : R(H) → L2 (Sd−1 ) is compact, injective with dense range. Proof. First we show the injectivity of G. Let V = (v, ∂ν+ v) ∈ R(H) such that GV = 0. Then from the Rellich lemma, the solution us of (10) is zero in Rd \ D. Therefore, if we deﬁne u = v + us , then the pair (u, v) satisﬁes the interior transmission problem (13) with f = g = 0. Since we assumed that k > 0 is not a transmission eigenvalue, we deduce that v = 0 and so V = 0. Now we focus our attention on the denseness of the range of G. First we establish an identity of symmetry. Let V1 = (v1 , ∂ν+ v1 ), V2 = (v2 , ∂ν+ v2 ) ∈ R(H). Denote w1 , w2 the corresponding solutions to Problem (10). In particular we have Δw1 + k 2 nw1 = k 2 (1 − n)v1 ,



Δw2 + k 2 nw2 = k 2 (1 − n)v2



in Rd \ Γ. (14)



Multiplying the ﬁrst equation by w2 and the second by w1 , integrating by parts the diﬀerence over BR , the open ball of radius R centered at O, we obtain k 2 (n − 1)(v1 w2 − v2 w1 ) dx D = (∂ν w1 w2 − w1 ∂ν w2 ) ds + ([w2 ]∂ν+ v1 − [w1 ]∂ν+ v2 ) ds. ∂BR



Γ



Taking the limit as R → +∞ and using that limR→+∞ ∂BR (∂ν w1 w2 − w1 ∂ν w2 ) ds = 0 (w1 and w2 satisfy the radiation condition), we ﬁnd the identity 2 + 2 k (n − 1)v1 w2 dx + ∂ν v1 [w2 ] ds = k (n − 1)v2 w1 dx + ∂ν+ v2 [w1 ] ds. D



Γ



D



Γ



(15)



Using (15), we deduce that for φ, g ∈ L2 (Sd−1 ), we have gL2 (Sd−1 ) G(Hφ), 2 =k (n − 1)(Hφ + us (φ))Hg dx + [Hφ + us (φ)]∂ν+ (Hg) ds Γ D = k 2 (n − 1)(Hg + us (g))Hφ dx + [Hg + us (g)]∂ν+ (Hφ) ds D



= G(Hg), φL2 (Sd−1 ) .



Γ



Therefore if g ∈ R(G)⊥ then G(Hg) = 0. The injectivity of G and H imply that g = 0 which shows that G has dense range. Finally, using again the estimate ||∂ν v||L2 (Γ) ≤ C||v||L2 (D) for all v ∈ H , results
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of interior regularity and the deﬁnition of H (see (6)), one can check that H : L2 (Sd−1 ) → L2 (D) × L2 (Γ) is compact. Since G = H ∗ T and T is continuous, we 



deduce that G : L2 (D) × L2 (Γ) → L2 (Sd−1 ) is compact. Proposition 3. For all V = (v, ∂ν+ v) ∈ R(H), we have the energy identity m (n)|us + v|2 dx + k GV 2L2 (Sd−1 ) , (16) m (T V, V L2 (D)×L2 (Γ ) ) = k 2 D



where us denotes the solution of (10). As a consequence if m (n) ≥ 0 a.e. in D and if k is not a transmission eigenvalue of (13), then T is injective. Proof. Multiplying by us the equation Δus + k 2 us = −k 2 (n − 1)(us + v) and integrating by parts over the ball BR , we obtain 2 −k (n − 1)(us + v)us dx = D |∇us |2 − k 2 |us |2 dx + ∂ν us us ds − ∂ν+ us [us ] ds. − BR



∂BR



Γ



(17)



Using (17), then we ﬁnd



T V, V L2 (D)×L2 (Γ ) = k 2 (n − 1)|us + v|2 dx − |∇us |2 − k 2 |us |2 dx D BR ∂ν us us ds. + [v + us ]∂ν+ v ds − ∂ν+ us [us ] ds + Γ



Γ



∂BR



Since ∂ν+ us = −∂ν+ v and [v] = 0 (interior regularity) on Γ, we deduce 2 2 T V, V L2 (D)×L2 (Γ ) = k (n − 1)|us + v| dx − |∇us |2 − k 2 |us |2 dx D   BR [us ]∂ν+ us ds + ∂ν us us ds. −2e Γ



∂BR



(18) The radiation condition (see (1)) implies limR→∞ ∂BR ∂ν us us ds = 2 2 ik Sd−1 |u∞ s | dθ = ik GV L2 (Sd−1 ) . As a consequence, taking the imaginary part of (18) and letting R goes to inﬁnity, we get identity (16). Now if T V = 0 and if m (n) ≥ 0 a.e. in D, then (16) gives GV = 0. Since G is injective when k is not a transmission eigenvalue of (13) (Proposition 2), we deduce that T is injective.  



4



Generalized Linear Sampling Method and Diﬀerential Linear Sampling Method



For z ∈ Rd , we denote by Φ(., z) the outgoing fundamental solution of the homogeneous Helmoltz equation such that Φ(x, z) =



i (1) H (k|x − z|) if d = 2 4 0



and



eik|x−z| if d = 3. 4π|x − z|



(19)
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(1)



Here H0 stands for the Hankel function of ﬁrst kind of order zero. The far ﬁeld of Φ(., z) is φz ( x) = e−ikz.x . The GLSM uses the following theorem whose proof is classical [7]. Theorem 1. Assume that the interior transmission problem (13) is well-posed. Then z∈D if and only if φz ∈ R(G). The particularity of the GLSM is to build an approximate solution (F g  φz ) to the far ﬁeld equation by minimizing the functional J α (φz , .) : L2 (Sd−1 ) → R deﬁned by J α (φz , g) = αF  g, gL2 (Sd−1 ) + F g − φz 2L2 (Sd−1 ) ,



∀g ∈ L2 (Sd−1 ),



(20)



1 where F  := | 12 (F + F ∗ )| + | 2i (F − F ∗ )|.



Theorem 2 (GLSM). Assume that the interior transmission problem (13) is well-posed, that the index n satisfies [ m (n) ≥ 0, e (n − 1) ≥ n∗ a.e. in D ] or [ m (n) ≥ 0, e (1 − n) ≥ n∗ a.e. in D ] for some constant n∗ > 0. Let gzα ∈ L2 (Sd−1 ) be a minimizing sequence of J α (φz , .) such that J α (φz , gzα ) ≤ inf J α (φz , g) + p(α),



(21)



g



where limα→0 α−1 p(α) = 0. Then • z∈D



if and only if



lim F  gzα , gzα L2 (Sd−1 ) < +∞.



α→0



• If z ∈ D then there exists h ∈ R(H) such that φz = Gh and Hgzα converges strongly to h as α → 0. Thus the GLSM, justiﬁed by this theorem, oﬀers a way to recover D, that is to identify the perturbation in the reference background. Note that the GLSM, contrary to the LSM, provides an exact characterization of D. However it does not give any information on the location of the crack Γ . Proof. We establish this theorem by applying the abstract result of [7, Theorem 2.10]. The latter requires that the following properties hold. (i) F = GH = H ∗ T H is injective with dense range and G is compact. (ii) F  factorizes as F  = H ∗ T  H where T  satisﬁes the coercivity property ∃μ > 0, ∀V ∈ R(H),



2



|T  V, V L2 (D)×L2 (Γ ) | ≥ μ||V ||L2 (D)×L2 (Γ ) ;



(22)



(iii) V → |T  V, V L2 (D)×L2 (Γ ) |1/2 is uniformly convex on R(H). Item (i) is a consequence of Propositions 1, 2 and 3. Moreover, we deduce (iii) from (ii) and from the fact that F  g, gL2 (D)×L2 (Γ ) = (F  )1/2 g 2L2 (Sd−1 ) (see e.g. [7]). Therefore, it remains to show ii). To proceed, we use [7, Theorem 2.31] which guarantees that it is true if :
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• T injective on R(H); • m(T V, V L2 (D)×L2 (Γ ) ) ≥ 0 for all V ∈ R(H); • e (T ) decomposes as e (T ) = T0 + C where T0 satisﬁes (22) and where C is compact on R(H). The ﬁrst two items have been proved in Proposition 3. Let us focus our attention on the last one. By deﬁnition, we have T V = (k 2 (n − 1)(v + us ), [v + us ]). Set ˜ = (k 2 (n − 1)us , [v + us ] − ∂ν+ v|Γ ). Using results of interior regularity, one can CV ˜ is compact. Now, deﬁne T0 := e (T ) − C = (k 2 e (n − check that C = e (C) 2 1)v, ∂ν+ v|Γ ). Clearly one has |T0 V, V L2 (D)×L2 (Γ ) | ≥ n∗ ||V ||L2 (D)×L2 (Γ ) when 



e (n − 1) ≥ n∗ . The case e (1 − n) ≥ n∗ can be dealt in a similar way. When one has only acces to a noisy version F δ of F , then F ,δ might not have the required factorization and the cost function (21) must be regularized. For this aspect, we refer the reader to [2, Sect. 5.2]. We now give the theoretical foundation of the DLSM which will allow us to localize the position of the crack Γ . The DLSM relies on the comparison of the solutions of the following interior transmission problems (without and with cracks). Δu + k 2 nu = 0 Δv + k 2 v = 0 ∂ν± u = 0 PΓ (D) u − v = Φz ∂ν u − ∂ν v = ∂ν Φz



in D in D on Γ on ∂D on ∂D, (23) where u0 , v0 , u, v ∈ L2 (D), u0 − v0 ∈ H 2 (D) and u − v ∈ H 1 (D \ Γ) is such that Δ(u − v) ∈ L2 (D \ Γ ). We split the domain D into two kinds of connected components (see Fig. 2): The ones containing cracks are listed by (DΓj )j ; others are listed by (D0j )j . And we set DΓ := ∪j DΓj and D0 := ∪j D0j so that D = DΓ ∪ D0 . Δu0 + k 2 nu0 Δv0 + k 2 v0 P(D) u 0 − v0 ∂ ν u 0 − ∂ ν v0



=0 =0 = Φz = ∂ν Φz



in D in D on ∂D on ∂D,



Fig. 2. We split D into two families of connected components.



Theorem 3. Assume that Γ is a part of the boundary of a domain Ω such that ∂Ω is analytic. Assume that n is analytic in DΓ and does not vanish. Assume also that k is not a Neumann eigenvalue for −n−1 Δ in Ω and is such that both P(D) and PΓ (D) (see (23)) are well-posed. (ii) If z ∈ DΓ then v = v0 in DΓ . (i) If z ∈ D0 then v = v0 in D.
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Proof. (i) Let z ∈ D0 . In D0 , the equations for P(D) and PΓ (D) coincide. By uniqueness of the solution for these problems, we deduce that v = v0 in D0 . On the other hand, one observes that (0, −Φz ) satisﬁes the equations of P(D) and PΓ (D) in DΓ . As a consequence, by uniqueness of the solution for these problems, we also have v = v0 = −Φz in DΓ . (ii) Now let z ∈ DΓ . We wish to show that v = v0 in DΓ . We proceed by contradiction assuming that v = v0 in DΓ . Deﬁne U such that U = u − u0 in DΓ \ Γ and U = 0 in Rd \ DΓ . Since U = ∂ν U = 0 on ∂DΓ , from the unique continuation principle, we ﬁnd U = 0 in Rd \ Γ and so ∂ν± u0 = 0 on Γ (because ∂ν± u = 0 on Γ). Furthermore the regularity of n implies that ∂ν± u0 is analytic on ∂Ω and we conclude that ∂ν± u0 = 0 on ∂Ω. Since we assumed that k is not a Neumann eigenvalue for −n−1 Δ in Ω, we deduce that u0 = 0 in Ω, and by unique continuation, u0 = 0 in DΓ . Thus we must have v0 = −Φz in DΓ which 



contradicts the fact that u0 − v0 ∈ H 2 (D). Now we consider a ﬁrst heterogeneous medium without crack with a perturbation of the reference background supported in D modeled by some index n, and a second medium with the same n but with an additional crack inside D. The corresponding far ﬁeld operators are denoted respectively F0 and F1 . Then for α refer to the sequences introduced in the statement of Theorem j = 0, 1, let gj,z  1 1 (Fj − Fj∗ )|. We also set for j = 0, 1 2 with Fj = | 2 (Fj + Fj∗ )| + | 2i α α α α α α , gj,z L2 (Sd−1 ) ; Djα (z) = Fj (g1,z − g0,z ), (g1,z − g0,z )L2 (Sd−1 ) . Ajα (z) = Fj gj,z (24) The combination of Theorems 2 and 3 leads to the following result.



Theorem 4 (DLSM). Assume that k, n and Γ are as in Theorem 3 and that n also 2. Then for j = 0 or 1  the assumptions of Theorem 



satisfies and z ∈ DΓ ⇒ 0 < lim Djα (z) < z ∈ D0 ⇒ lim Djα (z) = 0 α→0 α→0  +∞ . Proof. As explained in the proof of Theorem 2, F1 admits a factorization of the form H ∗ T1 H where T1 is continuous and T1 ·, · is coercive. According to the study of crack-free inhomogeneous medium a same factorization stands for F0 involving an operator T0 that have the same properties of T1 . This implies (for j = 0 or 1) the existence of two positive constants κ and K such that α α α α κ H(g1,z − g0,z ) 2L2 (D) ≤ Djα (z) ≤ K H(g1,z − g0,z ) 2L2 (D) .



(25)



Now for z ∈ D, if we denote (u0 , v0 ) (resp. (u1 , v1 )) the solution of P(D) (resp. PΓ (D)), then Theorem 2 and the GLSM for the crack-free inhomogeα α −g0,z ) = neous medium (see the justiﬁcation in [7]) guarantee that lim H(g1,z α→0



H(v − v0 ) . Then the result follows from Theorem 3.



 



From Theorems 2 and 4, one can design indicators for D and DΓ . Set for j = 0 or 1, 1 1  . (26)  and IjDLSM (z) = lim I GLSM (z) = lim α A α (z) α→0 A1 (z) α→0 α A (z) 1 + 0α 0



D j (z)
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For these indicators, one can show the following theorem which allows one to identify the connected components of D in which some cracks have appeared. Corollary 1. Under the assumptions of Theorem 4, we have for j = 0 or 1 • I GLSM (z) = 0 in Rd \ D • IjDLSM (z) = 0 in Rd \ DΓ



5



and and



I GLSM (z) > 0 in D. IjDLSM (z) > 0 in DΓ .



Numerical Results



To conclude this work, we apply the GLSM and the DLSM on simulated backgrounds. All backgrounds have the same shape D constituted of three disjoint disks of radius 0.75 and of index n = 1.5. They diﬀer from one to another in the distribution of cracks inside the disks. Admittedly, the straight cracks appearing in the backgrounds are not a portion of the boundary of an analytic domain. However, we expect that our algorithm remains robust when this theoretical assumption is not satisﬁed. For each background we generate a discretization of the far ﬁeld operator F by solving numerically the direct problem for multiple incident ﬁelds ui (θp ) with wave number k = 4π. Then we compute the matrix 2lπ 2lπ q ))p,q for θp , x q in {cos( 100 ), sin( 100 ), l = 1..100} (somehow we F = (u∞ s (θp , x 2 1 discretize L (S )). Finally, we add random noise to the simulated F and obtain δ = Fpq (1 + σN ). Here N is a comour ﬁnal synthetic far ﬁeld data F δ with Fpq plex random variable whose real and imaginary parts are uniformly chosen in [−1, 1]2 . The parameter σ > 0 is chosen so that F δ − F = 0.05 F δ . 5.1



GLSM



To handle the noise δ added on the far ﬁeld data, we use a regularized version of the GLSM consisting in ﬁnding the minimizers gzα,δ of the functional 2



g → J α,δ (φz , g) = α(|F δ g, gL2 (Sd−1 ) | + δ F δ ||g||L2 (S2 ) ) + F δ g − φz 2L2 (Sd−1 ) , 1 where F δ := | 12 (F δ + F δ∗ )| + | 2i (F δ − F δ∗ )|. We ﬁt α to δ according to [2, Sect. 5.2]. The new relevant indicator function for the regularized GLSM is then given by 1 α,δ IGLSM (z) = α,δ A (z)



where A α,δ (z) = F δ gzα,δ , gzα,δ L2 (Sd−1 ) + δ F δ gzα,δ 2L2 (Sd−1 ) . α,δ (z) for two Figure 3 shows the results of GLSM indicator function z → IGLSM diﬀerent conﬁgurations where the second one is obtained from the ﬁrst one by adding a crack to the third component. The two other components contain the same crack. One observes that GLSM is capable of retrieving the domain D for each conﬁguration. We also observe how the behavior of the indicator function is diﬀerent inside the third component. This is somehow what the DLSM exploits to isolate the component where a defect appears and this is what is discussed next.
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Fig. 3. Simulated backgrounds on the left and associated GLSM indicator function α,δ (z) on the right. z → IGLSM



5.2



DLSM



α,δ Given two far ﬁeld data F0δ and F1δ , we respectively deﬁne F0δ , g0,z , A0α,δ (z) δ α,δ α,δ and F1 , g1,z , A1 (z) associated to each data as described in the previous paragraph. We also deﬁne α,δ α,δ α,δ α,δ D α,δ (z) = F0 (g1,z − g0,z ), (g1,z − g0,z )L2 (Sd−1 ) .



Then, according to (26), the DLSM indicator is given by α,δ IDLSM (z) =







A0α,δ (z)



1 1+



A 0α,δ (z) D α,δ (z)



.



Fig. 4. A scenario for DLSM simulating the emergence of cracks in two components of a defect free background.
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Fig. 5. A scenario for DLSM simulating the emergence of a crack in a healthy component of an already damaged background.



Fig. 6. A scenario for DLSM simulating the emergence of additional cracks in a healthy and a damaged components of an already damaged background.



Fig. 7. A scenario for DLSM simulating the increase of the crack size in one component of an already damaged background.



The behavior of the DLSM indicator function is illustrated below for several scenarios shown in Figs. 4, 5, 6 and 7. In each ﬁgure is presented from left to right, the initial background (associated with F0δ ), the damaged background (associα,δ ated with F1δ ) and the DLSM indicator function z → IDLSM (z). As expected, the latter allows us to identify for all scenarios the component(s) DΓ where (additional) cracks appeared. We also remark that it slightly accentuates the border of D0 . But this eﬀect is not explained by our theory and it does not contradict it: Our theoretical result does not stipulate that the indicator function is “uniformly” close to 0 outside DΓ .
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Conclusion



We analyzed the DLSM to identify emergence of cracks embedded in an unknown background and image defective components from diﬀerential measurements of far ﬁeld data at a ﬁxed frequency. The analysis is based on the justiﬁcation of the GLSM for backgrounds with cracks which necessitates the study of a special interior transmission problem and the derivation of speciﬁc factorizations of the far ﬁeld operator. The numerical tests on toy problems show that our method is reliable for diﬀerent scenarios simulating the appearance of cracks between two measurements campaigns. This is a ﬁrst step before addressing practical problems where the issues of limited aperture data and/or highly cluttered backgrounds should be solved.
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Abstract. Gearboxes have been investigated and monitored for decades since they present one of the important transmission power systems which have been used in navy, air and automotive sectors. One of the most adopted one is the planetary gearbox since it has an important reduction ratio within compact space. The dynamic behaviour of a such one is very complicated because it possesses several gears in mesh and diﬀers from other types of gearboxes by the fact that planet gears can occupy diﬀerent positions in one period carrier rotation which leads to an important inﬂuence on the overall vibration signal acquired by a transducer mounted one the external housing. Consequently, in a measured vibration spectrum, the pass planet frequency component is identiﬁed and its energy level is considered only as the pass planet energy. However, there is another phenomenon that increases the level of the pass planet frequency component which is the disequilibrium phenomenon due to the rotation of planets. In this work, a comprehensive monitoring of a staged planetary gearbox is presented. The unbalance phenomenon is investigated in every stage. Then, an experimental validation is provided in order to support our hypothesis claiming that the disequilibrium phenomenon depends on the parity of the number of planets. Keywords: Planetary gearbox
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· Characteristic frequencies



Introduction



Since planetary gearbox is widely used, researchers and engineers have focused on its behaviour. The same methodology is followed: they mount a transducer on the stationary gear (e.g.: ring gear in case of planetary gearbox) then they record the induced vibration as a signal during a deﬁnite time to obtain the time series. Next, they applied one or more signal processing tools in order to seek the dynamic behaviour in either healthy or damaged cases. The famous signal processing tool is the FAST FOURIER TRANSFORM (FFT) which transforms the vibration signal to a gathered frequency components indicating how many mixed signals are in the overall time series. c Springer Nature Switzerland AG 2019  T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 74–80, 2019. https://doi.org/10.1007/978-3-319-94616-0_7
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The methodology of analysing spectra either simulated or measured is found in many works, for instance, conducted by Chaari et al. [5], Inalpolat et al. [3,4], Feng et al. [2] and Liu et al. [1]. Their main purpose is to identify frequency components of diﬀerent existing phenomena in a gearbox. Chaari et al. [5] developed an analytical model to investigate the vibration signature in a spectrum of two diﬀerent tooth faults: spalling and breakage. Inalpolat and Kahraman [3] examined the side-band activity of diﬀerent type of planetary gear-set in healthy case. They concluded that planetary gearbox can be divided into ﬁve groups depending on the space between planets and the phase between gear-meshes. Later on, Inalpolat and Kahraman [4] studied vibration spectra of planetary gear-set having some manufacturing errors in order to scrutinize their vibration signatures. Feng et al. [2] developed a vibration signal model of a planetary gear-set in order to deduce equations for calculation of characteristic frequencies of either faulty sun gear, planet gear or ring gear. The spectra was used to identify the signature of faults. Liu et al. [1] developed a lumped parameter model of a planetary gear-set for the purpose of the transmission path eﬀect investigation on the overall vibration signal. To validate their work, they used an acceleration sensor to acquire vibration signal then they compared both simulated and experimental of both time series and spectra. In every measured spectrum, frequency components are investigated in terms of localisation but not in terms of energy level. Hence, it can be possible that two phenomena which have the same characteristic frequency will overlap. This work is focused on a such problem speciﬁcally on the pass planet frequency component. In Sect. 2, a staged planetary gearbox is presented. Later, in Sect. 3, it is monitored to explore another phenomenon which has the same frequency component of the pass planet phenomenon. As a consequence, the energy level at this frequency component is equal to the energy summation of two diﬀerent phenomena. Finally, in Sect. 4, a validation of the hypothesis is displayed by analysing experimental measurements.



Fig. 1. 3D staged planetary gearbox
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Presentation of the Staged Planetary Gearbox



Figure 1 presents the investigated planetary gearbox. It contains totally three stages with the same common ring which is hidden in order to display all stages. Table 1 resumes geometric and physical characteristic of the staged planetary gearbox. Table 1. Geometric and physical parameters of the gearbox Components



(mm)/Number



Teeth



Sun(st1, st2, st3)



7.2/1, 12.6/1, 12.6/1



12, 21, 21 0.6



Modulus



Planet(st1, st2, st3) 21.6/3, 18.6/3, 18.6/4 36, 31, 31 0.6 Common ring



3



50.4/1
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0.6



Monitoring the Staged Planetary Gearbox



By monitoring the planetary gearbox, some snapshots are taken and presented to focus on the motion of planets of each stage. They are given in Figs. 2 and 3.



Fig. 2. Snapshots of the ﬁrst stage



As shown in Fig. 2, the instantaneous positions of the ﬁrst stage planet gears will create a disequilibrium where its frequency is equal to the ﬁrst pass planet frequency.



Fig. 3. Snapshots of the second stage
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The same phenomenon will occur in the second stage with a frequency equal to the second pass planet frequency. However, focused on planets of the third stage, they will not cause any disequilibrium since they move with the same path from either side. Matching those results with the kinematics of the planetary gearbox, we can conclude that: – When the number of planets N is an odd number (e.g.: 3 planets of stage 1), the disequilibrium occurs and its frequency is equal to fdiseq = N × fc with fc is the frequency of the carrier which holds the N planets. – If not, in other words, the number of planets N is an even number, the disequilibrium does not occur. Consequently, there are totally two signals of the disequilibrium induced by only the ﬁrst and the second stage since those latter hold odd number of planets. As a result, the frequency component located at N × fc does not present only the energy of pass planet but also the energy caused by the disequilibrium phenomenon. In other words, it displays the summation of both phenomena.



4



Experimental Results and Discussion



To investigate the staged planetary gearbox, a test rig in the laboratory of AGH University, presented in Fig. 4, is used.



Fig. 4. Test rig



The test rig is divided into two main sides: a driving side (I) composed by a motor (1) and a parallel gearbox (2) with a reduction ratio equal 2.91:1, and a driven side (II) composed by a motor load (4) and the investigated planetary gearbox (3). The motor was operating at 1009 rpm. Passing through the parallel gearbox, the speed was reduced to 346.5 rpm which is the input shaft speed of the staged planetary gearbox. Consequently, the pass planet frequency components of the ﬁrst, second and third stages are respectively 2.17 Hz, 0.43 Hz and 0.12 Hz. Since we deal with low frequency components, a strain gage is installed
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to measure strains on X-axis as Figure 5 shows. It was glued to the casing of the gearbox in this direction in order to measure the induced strains on X-axis.



Fig. 5. Strain gage location



The measurement of both strain and velocity signals acquired by respectively the strain gage and the LAZER Vibrometer were done during 100 seconds. Hence, the frequency resolution was equal to 0.01 Hz which presents a good resolution to our case study and the sampling frequency was equal to 25 KHz which leads to a Nyquist frequency equal to 12.5 KHz, so all characteristic frequency components can be shown within this range. 0.1 X: 0.07 Y: 0.0986 X: 2.17 Y: 0.08664



micro strain



0.08 X: 0.15 Y: 0.07182



0.06



0.04



X: 0.43 Y: 0.01108



0.02



0



0



0.5



1



1.5 frequency (Hz)



2



2.5



3



Fig. 6. Measured spectrum on X-axis



Figure 6 displays the measured spectrum. The components at 0.43 Hz and 2.17 Hz remain ﬁgurative. But, the component at 0.12 Hz does not occur. Consequently, the experimental ﬁndings deal with the hypothesis mentioned in Sect. 3 which declares that the disequilibrium frequency fdiseq = N × fc might
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be a characteristic frequency if the number N of planets held by the carrier is an odd number, if not, it cannot be. To emphasize the fact that the frequency component located at N × fc does not present only the energy of pass planet, for instance fpp = N1 ×fc1 = 2.17 Hz, another measurement on X-axis was done with using a LAZER-Vibrometer, as shown in Fig. 7, in order to measure the non relative motion on X-axis of the planetary gearbox since this transducer is not attached to it.



Fig. 7. Measurement done by LAZER-Vibrometer



Figure 8 shows the measured spectrum. A frequency component located at 2.16 Hz remains ﬁgurative. Therefore, the disequilibrium phenomenon of the ﬁrst stage occurs with a fundamental frequency equal to 2.16 Hz. −4



2



x 10



velocity



X: 2.16 Y: 0.0001413



1



0



0.5



1



1.5 2 frequency (Hz)



2.5



Fig. 8. Measured spectrum on X-axis
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Conclusion



In this work, a comprehensive monitoring of a staged planetary gearbox was presented in order to scrutinise the existing of a novel phenonmenon which is the disequilibrium due to the rotation of planets around the center of the planetary gearbox. The fundamental frequency of this phenomenon is equal unfortunately to the pass planet frequency. Hence, the aim of this work is to demonstrate the overlapping between those two phenomena. For this purpose, two diﬀerent sensors were used: one of them was attached and the other was not in order to capture the non relative motion of the hole gearbox. Finally, by analyzing the measured specra from both transducers, we conclued that the disequilibrium phenomenon occurs only if the number of planets is odd. Acknowledgements. This work is partially supported by NATIONAL SCHOOL OF ENGINEERS OF SFAX (ENIS)/Laboratory of Mechanics, Modelling and Production (LA2MP) and The National Centre of Research and Development (NCRD) in Poland under the research project no. PBS3/B6/21/2015.



References 1. Liu, L., Liang, X., Zuo, M.J.: Vibration signal modeling of a planetary gear set with transmission path eﬀect analysis. Measurement 85, 20–31 (2016) 2. Feng, Z., Zuo, M.J.: Vibration signal models for fault diagnosis of planetary gearboxes. J. Sound Vib. 331, 4919–4939 (2012) 3. Inalpolat, M., Kahraman, A.: A theoretical and experimental investigation of modulation sidebands of planetary gear sets. J. Sound Vib. 323, 677–696 (2009) 4. Inalpolat, M., Kahraman, A.: A dynamic model to predict modulation sidebands of a planetary gear set having manufacturing errors. J. Sound Vib. 329, 371–393 (2010) 5. Chaari, F., Baccar, W., Abbes, M.S., Haddar, M.: Eﬀect of spalling or tooth breakage on gearmesh stiﬀness and dynamic response of a one-stage spur gear transmission. Eur. J. Mech. A/Solids 27, 691–705 (2008)



Mutiphysics Systems Dynamics



Analytical Based Approach for Vibration Analysis in Modelica: Application to the Bridge Crane System Ghazoi Hamza1(&), Moncef Hammadi2, Maher Barkallah1, Jean-Yves Choley2, Alain Riviere2, Jamel Louati1, and Mohamed Haddar1 1



Mechanics Modeling and Production Research Laboratory (LA2MP), National School of Engineers of Sfax (ENIS), University of Sfax, B.P. 1173, 3038 Sfax, Tunisia [email protected], [email protected], [email protected], [email protected] 2 QUARTZ EA 7393, SUPMECA, 3 rue Fernand Hainaut, 93407 Saint-Ouen Cedex, France {moncef.hammadi,jean-yves.choley, alain.riviere}@supmeca.fr



Abstract. Most engineering system, machines and products have moving parts and in order to achieve a desired performance, they require the manipulation of their mechanical or dynamic behavior from the early stage of design. Also, the dynamic interaction between the moving object and the structure should be properly considered at this level. The objective of the presented paper is to propose a new methodology for the pre-design of a mechatronic system, considering the vibrational behavior using the object oriented modeling language Modelica with Dymola environment. In fact, we study the dynamic behavior of a supporting flexible beam structure (simply supported at both ends) traversed by moving masses at variable speeds, based on the object-oriented modelling paradigm developed in Modelica. An analytical approach is adopted, providing a compromise between the results accuracy and the computation time. To illustrate the methodology, the bridge crane system is used as a supporting study. This machine is commonly used in industrial facilities. The effects of varying the different parameters on the dynamic response of the system are investigated. This methodology would be useful for a designer to have an overview about the system response and the interaction between the different subcomponents in the conceptual design phase. Keywords: Conceptual design Beam structure  Modelica



 Vibration mechatronic system



1 Introduction Mechatronic systems play an important role in different types of industry such as transportation, automotive, aerospace, etc. The design of a mechatronic system requires a high degree of integration (Hammadi et al. 2012). Therefore, the mechatronic system © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 83–91, 2019. https://doi.org/10.1007/978-3-319-94616-0_8
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is frequently divided into simpler subsystems or subcomponents and assigned to different design teams. During the mechatronic system design process, the collaboration between the different domains plays a key role. The preliminary design or the conceptual design is an important stage in the development of a mechatronic system (Hamza et al. 2017). The target of this step is to specify the system components before the detailed design of each of them. To take into account the different design constraints, it is necessary to have models as simple as possible to reduce the number of parameters to be provided, and as fast as possible to minimize the calculation time (Hamza et al. 2014; Hamza et al. 2015a, b). Products are becoming more complex due to the integration of different components form different engineering domains such as electrical, mechanical, hydraulics, control, etc. An integrated environment is essential to closely engage the different domains together (Hammadi et al. 2014; Hammadi and Choley 2015). Mechatronic systems are often subjected to different phenomena such as heat conduction, convection, vibration, etc. For such phenomena like vibrations in flexible mechanical structures, models are generally of the form of partial differential equation (PDE). These problems cannot be solved in all cases analytically so we resort to numerical methods such as the ﬁnite element method (FEM) which provides approximate solutions. Vibrations analysis of structures such as plates, shells and beams have been of general interest to the scientiﬁc and engineering communities. These structures have many applications in almost every industry. Engineering structures must be strong, safe and economical, materials should be used efﬁciently (Mehmood et al. 2014). Flexible structures in industry are common. Flexibility is not embedded in most systems from the early stage of design. In an earlier paper, the authors (Hamza et al. 2015a, b) proposed a new pre-design method applied to a mechatronic system taking into account the vibrational effect. In fact, the authors studied the dynamic interaction between components (motors and electronics cards) located on a simply supported plate using an analytical approach with Dymola. Elastic structures, such as plates and beams under the action of moving loads are one of the major research topic in structural engineering ﬁelds and civil. In the last century, moving load problem has been the subject of many research efforts. Two approaches are generally adopted to build a model, that is, an analytical method or a ﬁnite element (FE) method. Analytical approach is used to simple cases of structure; however, the FEM is adopted generally for complex structures. For instance, Awodola (2014) studied the dynamic vibration of a simply supported plate resting on Winkler elastic foundation with stiffness variation, carrying moving masses using the technique of variable separation. The bridge crane system is a typical structure under moving loads in mechanical engineering. The bridge crane is used to transfer the heavy payload from one location to another. Gašić et al. (2011) studied the dynamic response of the bridge crane system using the direct integration method. The effect of selected parameters such as the trolley speed and mass are analyzed. In the present study, the objective is to investigate a new pre-design method based on an analytical approach, taking into consideration the effect of vibration. More
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precisely, we focus on the effect of successive moving loads traversing a simply supported beam. This methodology is illustrated for the bridge crane system. The paper is organized as follows: in Sect. 2 the mathematical formulation of the system is presented, in Sect. 3 the Modelica/Dymola implementation is analyzed. Selected simulations results are presented in Sect. 4. The conclusion remarks of our paper are given in Sect. 5.



2 Model Formulation of the Beam Vibration The system under consideration consists of a simply supported beam of length L carrying an arbitrary number (say N) of concentrated moving masses Mi, moving with constant velocities vi (i = 1, 2, 3….N) from left to right. The model is depicted in Fig. 1. The beam obeys the Euler Bernoulli theory. The beam is supposed to undergo small deflections. The moving masses are always in contact with the beam and do not generate friction force. The mathematical formulation of the beam vibration has been inspired from the model developed in reference (Stanis̆ić and Hardin 1969).



Fig. 1. The beam model subjected to moving concentrated masses



The governing equation of motion of an Euler-Bernoulli beam subjected to moving masses can be written as: " # N N X X @ 4 wðx; tÞ @ 2 wðx; tÞ EI þ qS þ M d ð x  x Þ ¼ g M i dð x  v i t Þ i i @x4 @t2 i¼1 i¼1



ð1Þ



In this equation, w is the transverse deflection of the beam, EI is the flexural rigidity of the beam, q is the beam mass density, S is the cross sectional area of the beam, g is the acceleration of gravity. The beam is considered to be square in cross section. dðx  vi tÞ is the Dirac Delta function dðx  vi tÞ ¼ 0 for x 6¼ vi t



ð2Þ
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The boundary conditions of the beam are: W ð0Þ ¼ 0; W ðlÞ ¼ 0 d2 W d2 W ð 0 Þ ¼ 0; ðl Þ ¼ 0 dx2 dx2



ð3Þ



The beam is simply supported at both ends; the Eigen frequency for mth mode is given by: m2 p2 xm ¼ 2 l Z In addition,



L



sﬃﬃﬃﬃﬃﬃ EI qA



ð4Þ



dðx  vi tÞdx ¼ 1



ð5Þ



0



Applying the Fourier ﬁnite sine transform, Z Zðm; tÞ ¼



L



wðx; tÞ sin 0



mpx dx L



ð6Þ



The transformed equation of the problem is, Ztt ðm; tÞ þ x2m Z ðm; tÞ þ



" # N 1 X 1 X kpvi t mpvi t sin Mi Ztt ðm; tÞ þ 2 Ztt ðk; tÞ sin qSL i¼1 L L k¼1



N g X mpvi t ¼ Mi sin qS i¼1 L



ð7Þ



We consider only one mass M moving with velocity v. If we consider only the linear inertia term, Eq. 7 becomes: Ztt ðm; tÞ þ



x2m P mpvt sin Z ðm; tÞ ¼ ð1 þ R Þ L ð1 þ RÞ



M R¼ qSL



ð8Þ



Then, Z ðm; tÞ ¼ x2m



 1



"



# pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ mpvt mpv ð1 þ RÞ xm t sin pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ h pﬃﬃﬃﬃﬃﬃﬃﬃi2  sin L  Lxm ð1 þ RÞ mpv 1 þ R p



Lxm



ð9Þ
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Deﬁning, P¼



Mg qS



ð10Þ



The expression of the beam deflection W(x, t) can be written as in the following,   pﬃﬃﬃﬃﬃﬃﬃﬃ mpv 1 þ R xm ﬃ mpvt p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ t sin L  Lxm sin 1 ð1 þ RÞ 2P X mpx ! wðx; tÞ ¼ sin   p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ﬃ 2 L m¼1 L mpv ð1 þ RÞ x2m 1  Lxm



ð11Þ



3 System Description The bridge crane model system is composed of two main parts (Fig. 2) which are the moving system (the trolley) and the framework (structure). This example will serve to illustrate the method. We consider that the beam portion of the crane was simply supported and that it can be modelled adequately using the Euler-Bernoulli beam theory. The beam is assumed to undergo small deflections. The crane and the payload are modeled as a concentrated moving load.



Fig. 2. Bridge crane system (Gašić et al. 2011)



4 Modelica System Modeling In this paper, the bridge crane system model has been modelled using Modelica language. In fact, based on the analytical model presented in Sect. 2, we have created in Modelica/Dymola two components which are the beam model and the carriage model. Figure 3 shows the top-level structure of the bridge crane system. The system model is composed by two main components which are the beam (framework) and the carriage (trolley and payload). The beam model parameters include beam speciﬁc design data such as the beam length and the Young modulus, etc. The carriage model is
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represented as a concentrated mass moving at a speciﬁed speed. To connect these new models built in Dymola, we have developed a new connector. The code of the new connector is the following:



Fig. 3. Bridge crane model developed in Modelica



This early mechatronic conﬁguration allows us to estimate the vibrational behavior of the bridge crane system. It represents a ﬁrst attempt in order to increase the understanding of the cranes dynamics due to the moving masses.



5 Parametric Study Using the proposed method of system analysis, we can analyze the influence of the system parameters on its characteristics and the effects of some selected parameters on the dynamic flexibility. The parameters used in the simulation are listed in Table 1. Table 1. System parameters Parameter Young modulus Mass density Beam length Cross section Moment of inertia Speed Load mass



Value E = 2.1  1011 N/m2 q = 7850 kg/m3 L = 40 m A = 0.04 m2 I = 0.00667 m4 v = 5 m/s M = 10,000 kg
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The deflection for different points on the length of the beam is shown in Fig. 4. It can be seen that the three curves have the same oscillation frequency and they are in phase, moreover the beam displacements dependent on the point position and the maximum deflection is in the mid-point.



Fig. 4. Beam deflections for different points on the length of the beam (M = 104 kg, v = 5 m/s)



Figure 5 depicts the beam deflection for different values of the carriage speed. As expected, the three curves are not in phase and the beam deflection appears to increase slightly with increasing speed. Then, the beam deflection for a given set of trolley and payload mass is dependent upon the trolley speed. Fluctuations depend on the value of the ratio T1/s. The symbol T1 denotes the fundamental period of the beam and s = L/v represents the travel time of the load from left end to the right end of the beam.



Fig. 5. Beam deflections for different value of the trolley speed
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The result of the investigation of the influence of the mass on the dynamic response of the beam is illustrated in Fig. 6. It is cleared that the amplitude of deflection increases due to the increase of the load mass.



Fig. 6. Beam deflection according to the load mass



Figure 7 shows the effect of the speed of the moving mass on the amplitude of deflection of the beam. As it can be observed, the amplitude of deflection increases as the speed of the moving mass is increased while the other parameters are ﬁxed.



Fig. 7. Beam deflection according to the trolley speed
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6 Conclusion We propose a new method to model and simulate a mechatronic system, considering the vibrational behavior with Modelica/Dymola. In fact, we investigate the dynamic phenomena produced by the interaction between a supporting flexible structure (simply supported beam) and moving masses. Our methodology is based on an analytical method, which decrease the need for costly ﬁnite element analysis. This approach was applied to the bridge crane system. Having a global system model in the conceptual design level is of great interest since it captures the interaction between the different components. In order to capture the pertinent characteristics, various plots of the beam deflections are presented and discussed.
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Abstract. To solve problems of higher computational burden in standard collaborative optimization (CO) approach during the processing of design problem of the multi-physics systems with multiples disciplines, a Dynamic Relaxation Coordination based Collaborative Optimization (DRC-CO) method is presented. The main concept of DRC-CO method is to decompose the global design problem into one optimization problem at the system level and several autonomous sub-problems at disciplinary level. At the system level, the dynamic relaxation coordination aims to solve the inconsistency between all disciplines, which leads the optimization process converging to the feasible optimum efﬁciently. To demonstrate the efﬁciency and accuracy of the proposed DRC-CO method, a safety isolation transformer is considered. The obtained results of the engineering multi-physics system show the effectiveness of the proposed DRCCO process compared to Single Level Optimization (SLO) and standard CO methods. The obtained optimal conﬁguration of the safety isolation transformer in terms of total mass using DRC-CO method (2.30 kg) is close to the result obtained from SLO method (2.31 kg) with an absolute percentage error is less than 0.5%. Moreover, our approach requires 3 system iterations to ﬁnd realizable designs. However, an important number of disciplinary design problems were evaluated at the disciplinary level optimizer. Keywords: Multi-physics system  Improved collaborative optimization Dynamic relaxation coordination  Single level optimization Safety isolation transformer



1 Introduction Multidisciplinary design optimization (MDO) is an effective method for solving largescale and complex engineering systems that involve an important number of disciplines, such as aerospace design problems. In recent years, MDO method has broken into other ﬁelds such as automotive, mechanical, electrical engineering and electromagnetic devices. For example, the electromagnetic devices often involve an important number of disciplines, such as mechanical, electrical, thermal, which are fully related to each other by interdisciplinary interactions. © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 92–100, 2019. https://doi.org/10.1007/978-3-319-94616-0_9
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Many researchers have shown in their archival articles (Chagraoui and Soula 2017; Chagraoui et al. 2016; Xia et al. 2016; Balesdent et al. 2012) the interest in the use Multidisciplinary Design Optimization (MDO) methods to solving the design problem of complex coupled system. The MDO methods can be classiﬁed into two types: single-level and multi-level architectures (Balesdent et al. 2012). Single level architectures employ only an optimizer for solving the entire design problems. The single level architectures aim to handle the MDO problem by casting it as a single optimization problem, which is simple to be implemented for less complex MDO problems. But for complex and/or multi-physics systems where each discipline works independently of one another, these approaches may encounter a big challenge in integrating all the disciplines simultaneous. The single level architectures are summarized in (Balesdent et al. 2012) and which comprise: all at once, individual discipline feasible and multiple disciplines feasible. One big disadvantage of these mono-level optimization methods to a design problem of the complex system that, it is time-consuming or difﬁcult to rapidly evaluate trade-offs between all disciplines using the traditional optimization approach. However, multi-level approaches solve the MDO problem by decomposing it into a number of a disciplinary design problem. Collaborative optimization (Braun and Kroo 1996), concurrent subspace optimization (Sobieszczanski-Sobieski et al. 1998), bi-level integrated system synthesis (Sobieszczanski-Sobieski et al. 2000) and analytical target cascading (Kim et al. 2003) are four typical MDO methods. Among these methods, the Collaborative optimization (CO) approach requires less information exchange between the various disciplines and permits more flexibility in disciplinary optimization (Weiwei et al. 2013). This characteristic of the original CO method has attracted interests between researchers in reﬁning the CO approach. The original CO formulation was intended to hierarchically decompose the original optimization problem into a system level optimization problem and a number of independent sub-problems at disciplinary level. The goal of the system optimizer is to minimize the system objective function while making the compatibility constraint of each discipline zero. The aim of each discipline is to minimize its compatibility constraint which is deﬁned by the discrepancy between the system level variables and the values obtained from disciplinary level while satisfying the local constraints. There are a number of challenges associated with CO, that limit its performance in practical MDO problems. These challenges usually include (i) system level consistency equality constraints, (ii) outside the feasible region of the original optimization problem, (iii) easily trapped into local optima, (iv) low convergence rate. These issues result in a very high overall computational and poor performance in practice. In order to deal with the problems above, a dynamic relaxation coordination based collaborative optimization (DRC-CO) is presented to improve the standard CO method in order to address the above-mentioned difﬁculties. The proposed DRC-CO method adopted the multi-level CO architecture using SQP algorithm as an optimizer for each design problem at system and discipline level optimizer to ﬁnd the optimal conﬁguration of the safety isolation transformer in terms of total mass. The outline of the present work is organized as follows: In Sect. 2, the DRC-CO method is introduced. In Sect. 3, a safety isolation transformer optimization problem is considered to show the ability of the proposed approach. Finally, some relevant conclusions are presented in Sect. 4.
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2 Dynamic Relaxation Coordination Based Collaborative Optimization: DRC-CO The basic idea in the proposed DRC-CO approach is to divide the system optimization problem into one optimization problem at the system level and several independent optimization sub-problems disciplinary level as shown in Fig. 1. At the system level optimizer, a dynamic relaxation coordination is imposed for improving the efﬁciency and convergence rate of DRC-CO approach. As shown in Fig. 1, only two disciplines are considered to show the proposed approach, but the proposed DRC-CO approach is applicable to systems with more than two disciplines. In the DRC-CO approach in Fig. 1, it can be seen that the MDO problem is hierarchically decomposed into a number of disciplinary optimization problems. A system level optimizer aims to ﬁnd the system design variables xssh , denoted shared variables, by optimizing the system’s objective functions fs while satisfying the system’s constraints gs and the compatibility constraints (represented by L2 Norm:       1  y12 =y 2  21 and 1  y21 =y 2  22 ). The aim of the two-compatibility 12



2



21



2



constraints is to ensure the agreement between the two disciplines as following, the deviation of two system coupling variables ys12 and ys21 is matched with the optimal disciplinary coupling variable of discipline 1 and discipline 2 y12 and y21 ; respectively. These compatibility constraints are constrained not exceed a dynamic relaxation factor (Wang et al. 2017) e1 and e2 . The dynamic relaxation factors e1 and e2 are computed by using the inconsistency information between the two disciplines as following: 21 ¼ k  D1 ;



22 ¼ k  D2



where qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ  ﬃ D1 ¼ 1  ðy12 =y12 Þ 22 ;



0:5  k  1



qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ  ﬃ D2 ¼ 1  ðy21 =y21 Þ 22



ð1Þ



The inconsistency between disciplines gradually decreases along with the DRC-CO process and its value is close to 0 when the ﬁnal convergence comes. Thus, the feasibility and robustness of optimal solution at system level optimization achieved. The disciplinary optimal design local variables (x1 ; xs 2 ) and coupling variables  (y12 ; y21 ) are obtained at disciplinary level and used as parameters (ﬁxed values) at system level optimizer. The subscript 12 of a coupling variable y12 deﬁnes the coupling variable is computed and output from discipline 1 and is input and used in discipline 2. Likewise, in the ﬁrstly disciplines level optimizer 1, O1 and g1 represent the disciplinary design objective and disciplinary constraints, respectively. In this discipline, the discipline’s design variables X1 include local variables x1 and shared variables x1sh . y12 denotes the coupling variables which are deﬁned as functions (Y12) of X1. Each disciplinary optimization problem of the DRC-CO architecture acts on its associated, local, design variables in order to ﬁnd an agreement with the other discipline upon the coupling variables, while satisfying disciplinary constraints.
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Fig. 1. Proposed DRC-CO approach



3 Safety Isolation Transformer Benchmark 3.1



Safety Isolation Transformer Model



The engineering design problem to be optimized is a low-voltage single-phase safety isolation transformer: its physical representation and design variables are shown in Fig. 2. The transformer design problem is taken from (Berbecea 2012) and which treated as a MDO benchmark. This device is a complex system that involves three fully coupled disciplines: a full-load electromagnetic discipline (EML), a no-load electromagnetic discipline (EM0) and a thermal discipline (TH). The problem in hand has seven design variables are: four geometrical design variables of the transformer’s iron core (a, b, c, d), two variables for the copper wire section of the primary and secondary windings denoted by S1 and S2 respectively, and one variable which represents the number of primary turns n1. The single level design problem of the transformer to solve aims to ﬁnd an optimal conﬁguration in terms of total mass of the studied device while satisfying seven physical constraints. The design problem of the transformer is stated as follow:
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a)



Physical representation



b) Geometrical variables representation



Fig. 2. Safety isolation transformer to be optimized (Berbecea 2012).



Find : min :



x ¼ ½a; b; c; d; n1 ; S1 ; S2  f(x) = mass(x)



s:t:



Tco  120  0 Tir  120  0 I10 =I1  0:1  0



ff 1  0:5  0



DV2 = V2  120  0



0:8  g  0



ff 2  0:5  0



with : a 2 ½3; 30mm



b 2 ½14; 95 mm



S1 2 ½0:15; 19 mm2



3.2



c 2 ½6; 40mm



S2 2 ½0:15; 19mm2



d 2 ½10; 80mm



n1 2 ½200; 1200



ð2Þ



Multi-level Optimization of the Transformer Using DRC-CO



The main purpose of this section is to practice the proposed DRC-CO multidisciplinary method to handle the design problem of transformer device, see Eq. (1). Thus, the analytical model of the safety isolation transformer has been used within the DRC-CO optimization process. The representation of the multidisciplinary coupling model of the transformer is presented in Fig. 3. The design problem of the safety isolation transformer’s device involves three coupled disciplines which are, a EML, a EM0 and a TH as shown in Fig. 3. Each of these disciplines requires the same shared design variables x ¼ ½a; b; c; d; n1 ; S1 ; S2  between all disciplines and output of other discipline, coupling variables. The EM0 discipline needs the output of EML discipline (the secondary voltage V2 and primary current I1) to compute the secondary voltage drop DV 2 and the magnetizing current I10. The EML discipline employs the output of EM0 discipline (voltage drop DV 2 and the magnetizing current I10) and the output TH discipline (the windings core temperature Tco) to compute for the Joules and iron losses Lco and Lir, respectively. Finally, the TH discipline aims to computes the values for the windings and magnetic core temperature Tco and Tir respectively, based on the output values of EML discipline (Joules and iron losses Lco and Lir, respectively).
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Fig. 3. Multidisciplinary isolation transformer representation



The optimization problem of the transformer, Eq. (2), can be decomposed into one optimization problem at the system level in Eq. (3), and three optimization problems at disciplinary level, see Eqs. (4)–(6), and each level has its associated optimizer using SQP algorithm as an optimizer. The optimization problem at the system level to solve is then: Find : xssh ¼ ½a; b; c; d; n1 ; S1 ; S2  minimize : f( xssh Þ = mass(xssh Þ s:t: k1  (ys =y Þk22  e  y ¼  y12 ; y21 ; y23 ; y31 ys ¼ ys12 ; ys21 ; ys23 ; ys31 ys12 ¼ ½DV2 ; I10  ; ys21 ¼ ½V2 ; I1 ; ys23 ¼ ½Lco ; Lir  ; ys31 ¼ ½Tco  xssh ¼ ½a; b; c; d; n1 ; S1 ; S2 



ð3Þ



where xssh represents the vector of shared variables of the transformer, ys represents the vector of the coupling variables. y represents the vector of optimal coupling variables obtained at the disciplinary level optimizer, kys  y k22 represents the compatibility constraints which are always satisﬁed for any feasible solution from the disciplinary level optimizer. In practice, the compatibility constraints kk22 are satisﬁed within an acceptable dynamic relaxation factor  of three disciplines, with its value computed according to Eq. (1).
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The optimization problem of no-load EM discipline optimizer is given: Find : minimize: s:t:



x1sh ; y12  2  2 O1 ¼1  x1sh =xSsh 2 þ 1  y12 =yS12 2 I10 = I1  0:1  0 DV2 = V2  0:1  0 y12 ¼ ½DV2 ; I10  x1sh ¼ ½a; b; c; d; n1 ; S1 ; S2 



ð4Þ



The no-load EM discipline optimizer intended to match the values of the shared variables and coupling variables received from system level optimizer while satisfying the disciplinary design constraints of the no-load EM discipline in terms of magnetizing current value I 10 and secondary voltage drop value DV 2 , respectively. A similar treatment is applied to the EM L and TH disciplines. The optimization problem of the full-load EM discipline optimizer is given: Find : x2sh ; y21; y23    minimize : O2 ¼ 1  x2sh =xSsh  þ 1  y21 =yS21  s:t: 0:8  g  0 ff 1  0:5  0 ff 2  0:5  0 y21 ¼ ½V2 ; I1  y23 ¼ ½Lco ; Lir  x2sh ¼ ½a; b; c; d; n1 ; S1 ; S2 



ð5Þ



The full-load discipline optimizer in charge with respecting the ﬁlling factors of the two windings, primary and secondary, f f 1 and f f 2 , respectively. The TH discipline’s optimization problem is given: Find : x3sh ; y31    minimize : O3 ¼ 1  x3sh =xSsh  þ 1  y31 =yS31  s:t: Tco  120  0 Tir  100  0 y23 ¼ ½Tco  x3sh ¼ ½a; b; c; d; n1 ; S1 ; S2 



ð6Þ



The TH discipline optimizer aims to match the best corresponding values received from the system level for the TH discipline variables (x3sh and ys23 ) while respect the maximum winding and magnetic core temperatures, Tco and Tir, respectively. The optimization process of the transformer design problem using the DRC-CO and SLO processes is started from initial feasible design. Obtained optimal results of the optimization process are presented in Table 1 along with the results of SLO which considered as a reference. As can be seen in Table 1, the optimization results obtained from DRC-CO method are comparable with obtained by SLO, in terms of precision. The convergence of the proposed DRC-CO scheme requires 3 system level iterations, as shown in Fig. 4, by cons the single level optimization approach requires 16 iterations. An optimal mass value of 2.30 kg was obtained by the DRC-CO approach. This value is slightly lower to the global optimum obtained by the SLO method (2.31 kg). The accuracy optimization of the proposed DRC-CO is conﬁrmed by the negligible percentage error which is less 0.5%, in comparison phase with SLO method.
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Table 1. Optimal solution of the DRC-CO, CO multi-level and SOL Methods



Design variables



Obj.



a b c d n1 mm mm mm mm –



Constraints



S1 S2 Mass Tco mm2 mm2 Kg °C



SLO 12.9 50.1 16.6 43.2 640 0.32 2.31 2.31 CO 16.9 53.3 18.1 31 728 0.31 2.51 2.36 (Berbecea 2012) DRC-CO 12.7 50.9 16.7 43.8 640 0.31 2.9 2.30



DV2/V2 I10/I1 η – – –



Tir °C



108.8 99.9 0.07 104.9 95.9 0.08



0.1 0.08



0.89 0.89



109.5 99.9 0.07



0.1



0.89



2.38 SLO DRC-CO



2.37 2.36



Mass [Kg]



2.35 2.34 2.33 2.32 2.31 2.3 2.29 2.28



1



2



3



4



5



6 7 8 9 10 11 System level Iteration [-]



12
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Fig. 4. System level objective evaluation from DRC-CO and SLO methods



Though, the percentage error between CO and SLO is too large, 2.16%. The slightly percentage error value between DRC-CO and SLO result the satisfaction of the interdisciplinary compatibility constraints using dynamic relaxation coordination.



4 Conclusion In this work, Multidisciplinary Design Optimization (MDO) method of safety isolation transformer device has been carried out using DRC-CO approach. The proposed DRCCO approach accelerates the convergence rate, using the dynamic relaxation coordination at system level optimizer, which leads the optimization process converging to the feasible and robust optimum. The optimal solution obtained from DRC-CO scheme (Mass = 2.30 kg) are compared with the SLO method which provides (Mass = 2.31 kg). The result of the comparison indicates that the percentage of error is less than 0.5%. Therefore, the accurately of optimization process with low coordination iterations shows the efﬁciency of the proposed DRC-CO approach.
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In summary, the proposed DRC-CO method gave other insights to treat expensive MDO engineering problems that involve multiple disciplines with several nonlinear constraints at both system and disciplines levels. The application the DRC-CO into MDO has several beneﬁts including: (1) enabling to use the parallel computing process; (2) accelerate the evaluation time which result the reduction of the computational cost by using the dynamic relaxation coordination; (3) appropriate for solving the complex and/or multi-physics systems include several disciplines. These results encourage the application of DRC-CO to more complex MDO design problems such as aircraft wing design and automobile design. The text was modiﬁed.
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Abstract. The prediction of the gear behavior is becoming major concerns in many industries. For this reason, in this article, an electromechanical modeling is developed in order to simulate a gear element driven by an asynchronous motor. The electrical part, which is the induction motor, is simulated by using the Kron’s model while the mechanical part, which is the single stage gear element, is accounted for by a torsional model. The mechanical model that simulates the pinion-gear pair is obtained by reducing the degree of freedom of the global spur or helical gear system. The electrical and mechanical state variables are combined in order to obtain a unique diﬀerential system that describes the dynamics of the elecro-mechanical system. The global coupled electromechanical model can be characterized by a unique set of non-linear state equations. The contribution of this work is to apply the control based on observers in order to supervise the electrical and mechanical behavior of the electro-mechanical system from only its inputs and its measurements outputs (sensors outputs). Some simulations on pinon/motor angular speed, electromagnetic torque, currents, are presented, which illustrate the system evolution (i.e., the electrical and mechanical quantities) and the good performances of the proposed observers.
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Introduction



Electro-mechanical systems such as mechanical gear transmission driven by induction motors are commonly used in many industrial applications. For this reason, many techniques and tools of control and diagnostics, such as vibration and sound signal analysis (Baydar and Ball 2001, Tan et al. 2007), analysis of stator currents (Feki 2012), have traditionally been used to supervise the gear element behavior and to detect faults (Chaari et al. 2008). These techniques are advantageous by their reduced cost and present a high reliability. However, they are sensitive to the positioning of the sensors and in some applications, they c Springer Nature Switzerland AG 2019  T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 101–110, 2019. https://doi.org/10.1007/978-3-319-94616-0_10
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present technical diﬃculties to implement sensors in rotating parts or hostile environment. Although gear monitoring by vibration signal analysis and current stator analysis are still widely used, a new method of electro-mechnical system control and monitoring based on observers will be presented in this paper. In general, for technical and economic reasons, the state of the system is not completely accessible. Indeed, the complexity of the technical feasibility as well as prohibitive costs for the implantation of several sensors can considerably reduce the number of states measured. In this case, the state vector size is greater than the output vector size. However, under some conditions of existence, the state can be reconstructed using an observer Larroque (2008). The paper will be organized as follows: (a) in Sect. 2, a single stage gear element is accounted for by using torsional model, (b) in Sect. 3, an electrical modeling of the induction motor is presented, (c) the electro-mechnical coupling is developed in Sect. 4, (d) the Sect. 5 is dedicated to implement the used observer and (e) the simulation results of the electro-mechanical system dynamic behavior are presented in Sect. 6.



2



Mechanical Modeling



The modeling of the mechanical part (see Fig. 1) is based only on gear element, meaning that we reduce the global model of 36 degrees of freedom (Feki et al. 2012) to 2 degrees of freedom. A driving torque Cm is applied to the pinion gear and a load torque Cr is applied to the wheel gear (attached to output shaft). The system modeling is accounted for by two degrees of freedom, which correspond to the torsional components. Using Euler-Lagrange equation, the motion equation of the torsional model of the gear element is obtained as follows (1): Mx ¨ + C x˙ + K(t, x)x = F,



(1)



Fig. 1. Electro-mechanical system



where – M = diag(I1 , I2 ): mass matrix with Ik the polar moment of inertia of the gear k,
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K(t, x): stiﬀness matrix that depends on the state vector and on the time, C = γ1 M + γ2 Kmoy : Rayleigh model damping, F = [Cm Cr ]t ∈ R2 : external forces, x = [θ1 θ2 ]t ∈ R2 : two degrees of freedom vector.



The stiﬀness matrix can be expressed in terms of a structural vector V (Mi ) (Maatar and Velex 1996) by using the following form K(t, x) = t k(t)V (Mi )V (Mi ) , with k(t) the stiﬀness simulated by a square waveform. Developing (1), we obtain the space representation of the gear element:        x 0 x˙ 0 Id , (2) + = −M −1 K −M −1 C x˙ M −1 F x ¨ with Id the 2nd order identity matrix.



3



Electrical Modeling



The motor is modeled using the Kron’s transformation model. The principle of this transformation is to translate the three-phases quantities (abc) of the motor to two-phases quantities (see Fig. 2).



Fig. 2. Park transformation plan.



The stator variables are obtained by θ = θs = ws t = (as , d) while the rotor variables are calculated by θ =θr = ωsl t = (ar , d). ⎡ ⎤ ⎡ ⎤ xd xa ⎣xq ⎦ = T2/3 (θs ) ⎣ xb ⎦ , (3) x0 xc ⎡ ⎤ ⎡ ⎤ xd xa ⎣xq ⎦ = T2/3 (θr ) ⎣ xb ⎦ . (4) x0 xc The voltage equations of the three stator and rotor phases are given by (5) and (6). ⎡ ⎤ ⎤⎡ ⎤ ⎡ ⎤ ⎡ φas Rs 0 0 ias vas d ⎣ φbs ⎦ , ⎣ vbs ⎦ = ⎣ 0 Rs 0 ⎦ ⎣ ibs ⎦ + (5) dt vcs ics φcs 0 0 Rs
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⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤ φar var Rr 0 0 iar d ⎣ φbr ⎦ . ⎣ vbr ⎦ = ⎣ 0 Rr 0 ⎦ ⎣ ibr ⎦ + dt vcr icr φcr 0 0 Rr The ﬂux equations can be written as follows:    φabcs = Lss iabcs + Lsr iabcr ,    φabcr = Lrr iabcr + Lrs iabcs , where



(6)



(7) (8)



⎤ ms ms ls ms ⎦: stator inductance matrix, – Lss ms l s ⎤ mr mr lr mr ⎦: rotor inductance matrix, – Lrr mr l r ⎡ ⎤ 2Π cos(θ) cos(θ + 2Π 3 ) cos(θ − 3 ) ⎦: mutual inductance – Lsr = Ltrs = msr ⎣cos(θ + 2Π cos(θ) cos(θ + 2Π 3 ) 3 ) 2Π 2Π cos(θ + 3 ) cos(θ − 3 ) cos(θ) matrix between stator and rotor, ⎡



ls = ⎣ms m ⎡ s lr = ⎣mr mr



with the constants parameters: – ls (respectively lr ): self-inductance of the stator (rotor), – ms (respectively mr ): mutual-inductance between the stator phases (the rotor phases), – msr : the maximum value of mutual inductances between stator and rotor phases. Applying the Kron’s transformation for (5), (6), (7) and (8), we obtain: 



d φds − ωs φds , vds = Rs ids + dt d vqs = Rs iqs + dt φqs + ωs φqs , 



d vdr = Rr idr + dt φdr − ωsl φdr = 0, d vqr = Rr iqr + dt φqr + ωsl φqr = 0, 



φds = Ls ids + Lm idr , φqs = Ls iqs + Lm iqr , 



φdr = Lr idr + Lm ids , φqr = Lr iqr + Lm iqs ,



(9)



(10) (11) (12)



where Ls (respectively, Lr ) represents the stator synchronous inductance (respectively, rotor synchronous inductance) and Lm is the magnetizing (synchronous) inductance. The advantage of this transformation is the fact that we get a constant mutual inductance and that along an axis, the ﬂuxes depend only to the rotor and stator currents. Relations (9) and (10) detail the electro-magnetic
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behavior of the asynchronous machine written in non a linear diﬀerential equations form. These equations can be described in matrix space representation by choosing the space vector z(t) composed by the both stator currents and the both rotor ﬂuxes of the motor: z(t) ˙ = Az(t) + BU (t), t



(13) t



with z(t) = [ids iqs φdr φqr ] ∈ R4 , U (t) = [vds vqs ] ∈ R2 : the input vector, A, B the state, input matrices given by: ⎤ ⎡ 1−σ ωm 1−σ 1 −( Ts1σ + T1r 1−σ ωs σ ) σ Lm Tr σ Lm ⎥ ⎢ ⎥ ⎢ ⎢ 1 ⎥ 1 1 1−σ 1−σ ωm 1−σ ⎢ −ωs −( Ts σ + Tr σ ) − σ Lm σ Lm Tr ⎥ ⎥ ⎢ ⎥, (14) A=⎢ ⎥ ⎢ Lm 1 ⎥ ⎢ 0 − w sl ⎥ ⎢ Tr Tr ⎥ ⎢ ⎦ ⎣ Lm 1 0 −w − sl Tr Tr ⎡



1 σLs



⎢ 0 B=⎢ ⎣ 0 0



0



⎤



1 ⎥ σLs ⎥ ,



0 ⎦ 0



(15)



where the constants parameters are explained below: – σ =1−



L2m Ls Lr ,



Ts =



Ls Rs ,



Tr =



Lr Rr .



The electromagnetic torque is represented by (16), with p the number of polepairs. pLm Cem = (φdr iqs − φqr ids ). (16) Lr



4



Electro-Mechanical Coupling



The aim of the electro-mechanical coupling is to obtain a space representation of the system with two degrees of freedom (see Fig. 1). This modeling allows to implement control methods to supervise the dynamic behavior of the system. The electro-magnetic torque given by (16) is regarded as the input of the mechanical part and the small vibrations caused by the gear element act on the speed rotation of the asynchronous motor. The coupled system leads to a ﬁrst order diﬀerential system of the form: ˙ = Ac (t, ζ)ζ(t) + Gu, ζ(t)



(17)



where ζ(t) = [ids iqs φdr φqr θ1 θ2 θ˙1 θ˙2 ]t : the global state vector, A 0 is the state matrix, with A the state matrix associated to the Ac = P H
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electric part expressed in (14), P ∈ R(4×4) is the coupling matrix between the electric and mechanical part depending to the electromagnetic torque donated by ⎡ ⎤ 0 0 1 0 ⎢0 0 0 1 ⎥ ⎥ is the matrix associated to the gear modeling, (16) and H = ⎢ ⎣ ⎦ −M −1 K−M −1 C ⎡ 1 ⎤ σLs 0 0 0 ⎢ 0 1 0 0 ⎥ σLs ⎢ ⎥ ⎢ 0 0 0 0 ⎥ ⎡ ⎤ ⎢ ⎥ vds ⎢ 0 0 0 0 ⎥ ⎢vqs ⎥ ⎢ ⎥ ⎢ ⎥ ⎥ G=⎢ ⎢ 0 0 1 0 ⎥ is the input matrix and u = ⎣ 0 ⎦ the input vector. ⎢ 0 0 0 1 ⎥ ⎢ ⎥ Cr ⎢ 0 0 ⎥ ⎢ ⎥ ⎣ M −1 ⎦ 0 0 The evolution of the system is obtained by introducing the control based on observers to monitor the dynamic behavior of the electro-mechanical system.



5



Observer Form



A state observer is a control method (Perruquetti and Barbot 2002) that gives an estimate of the internal state of the real system, only from the measurements given by the sensors and the real input of the system. The observers are used in order to control the behavior of systems, to detect the faults or to identify the unknown parameters of systems (Oueder 2012). In our case, four diﬀerentiatiors (Ghanes et al. 2017) are used to estimate the drift of both currents of the asynchronous motor and the displacements of the gear element. Assuming that [s1 , ..., s8 ] = [ids , i˙ ds , iqs , i˙ qs , θ1 , θ˙1 , θ2 , θ˙2 ], the observer equations are written in following form: ⎧ α ⎨ sˆ˙ i = sˆi+1 + k1 μj |ei | sign(ei ), 2α−1 (18) sˆ˙ = k2 αμj 2 |ei | sign(ei ), ⎩ i+1 ei = si − sˆi , where – ei , i = {1, 3, 5, 7} are the output estimation errors, – k1 , k2 are constants acting on the stability of the system, – μj , j = 1, 2 are positive constants, the ﬁrst one associated to the electric model and the second one is related to the mechanical part.



6



Simulation and Results



In this simulation, a spur gear system is considered. The main characteristics of the gear are given in Table 1 and the motor parameters are shown in Table 2. As it can be noticed, the applied observer gives a good performances (see Figs. 3, 4, 5 and 6). In these ﬁgures, the estimated states converge, in ﬁnite



Electro-Mechanical System Control Based on Observers Table 1. Gears parameters Parameters Module (mm) Tooth number of Pinion Tooth number of wheel Face width (mm) Pressure angle



Value 4 21 31 10 20
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Table 2. Electric parameters Parameters Value Stator resistance Rs (Ω) 9.163 Rotor resistance Rr (Ω) 5.398 Stator inductance Ls (H) 0.115 Rotor inductance Lr (H) 0.0943 Magnetizing inductance Lm (H) 0.0943 Number of pole-pairs p 1



time, to the real quantities states. Figures 3 and 4 represent the two stator currents expressed in (dq0) frame. They show that the periodic recurrence of gears meshing frequency tm is regained in the electrical states.



Fig. 3. State ζ1 and its estimate



Figure 5 illustrates that the rotational speed of the pinion is of the order to 300 rad/s. This value represents the average meshing speed added to the small vibrations of the gear. The last Figure (Fig. 6) displays the evolution of the error transmission given by the equation Rb1 θ1 + Rb2 θ2 (where Rb1 , Rb2 are, respectively, the base radii of the pinion and the wheel). All results conﬁrm the good convergence of the applied observer. This convergence has appeared in the frequency content and the amplitude of the
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Fig. 4. State ζ2 and its estimate



Fig. 5. State ζ7 and its estimate



electro-mechanical system behavior signals. Meaning that the evolution of the real states and those of the estimated quantities are perfectly confused in the frequency study. The observer gives a rapid and accurate convergence for all system states.
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Fig. 6. Real and estimated transmission error



7



Conclusion



In this paper, an electro-mechanical coupling of the gear transmission system driven by a asynchronous motor has been studied. The monitoring of this model is obtained by using the control based on observers. Further work is in progress in order to implement other types of observers with presence of gear faults and variation of the sensors noise.
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Abstract. A mechatronic system consists in a close intersection between mechanics, electronics, control engineering and software engineering. Typically, the controller design and the system design are developed and optimized contemporaneously. However, a poorly designed mechanical system will not at any time be able to hand out a good performance by adding a good controller. Furthermore, to design complex systems, the designers have to follow the traditional point-based development model where one solution is iteratively modiﬁed until it ﬁts the speciﬁcations. The main problem with the point-based development model lies in the several resets and modiﬁcations that return to the previous steps to satisfy the requirements that meet those of the current stage. Therefore, in this paper, we propose to use Set Based Concurrent Engineering to develop a complex system after that we propose to carry a preliminary optimization of the parametric model of the system in the preliminary design before adding the control system. This approach is shown with a simulation model using Modelica for a case study in the automotive ﬁeld of an Electronic Throttle Body (ETB). Keywords: Set Based Concurrent Engineering (SBCE)  Mechatronic system Multi-objective optimization  Electronic Throttle Body (ETB)



1 Introduction Evidently, the evolution of mechatronic systems was revolutionary for the industrial world because electronics has been more and more integrated in varied ﬁelds as automotive, medicine and robotics. Mechatronics expresses the close integration of mechanics, electronics, control engineering and software engineering. Hence, the design of such systems is an interdisciplinary and complex task, which involves engineers from different ﬁelds. The development activities must be coordinated and synchronized in order to save time, provide a quality product and therefore minimize its cost. Thus, to design complex systems, the designers have to follow the traditional point-based development model where one solution is iteratively modiﬁed until it ﬁts the speciﬁcations. The main problem with the point-based development model lies in © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 111–120, 2019. https://doi.org/10.1007/978-3-319-94616-0_11
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the several resets and modiﬁcations that return to the previous steps to satisfy the requirements that meet those of the current stage. Therefore, a number of product developments have shifted from developing a single design to developing a set of possibility designs leading to the approach of the Set-Based Concurrent Engineering SBCE. This model is deﬁned in Sobek et al. (1999) as the “Set Based Concurrent Engineering” which begins by broadly considering the set of possible solutions and gradually narrowing the set of possibilities to converge on a ﬁnal solution. Thus, generally, in order to reduce the number of solutions the systems design and the controllers design are optimized simultaneously. However, a badly designed mechanical system will never be able to give a good performance by adding a good controller (Van Amerongen 2003). Therefore, it is favored to create a prefatory optimization of the physical system independently from the controller system. This will allow the designer to have an idea about the performance of the different set of possibilities and the coherence of the model and thereafter we can limit the set of solutions. So, to better understand this methodology, we apply it in an industrial case study of the Electronic Throttle Body (ETB).



2 State of the Art The complex system design treats the integrated and the optimal design of physical systems, including actuators, sensors, embedded digital control systems and electronic components (Hammadi et al. 2012a, b). Design veriﬁcation of mechatronic systems needs an integrated approach to deal with discipline interactions. Therefore, in order to evaluate the performance of complex systems in the preliminary design phases, a number of proposed and integrated research approaches (such as authors in Hammadi et al. (2012a, b)) suggested a mechatronic multi-criteria indicator using neuronal networks. Furthermore, an appropriate mechatronic system decomposition has to be developed to achieve a successful mechatronic design optimization. Therefore, to optimize the design of mechatronic systems, several multidisciplinary optimization approaches (Guzeni et al. 2014) and surrogate-based techniques (Hammadi et al. 2012a, b) are suggested for practical cases of design optimization of electric vehicles. To design a complex system we can use a traditional (point-based) design practice or a set-based concurrent engineering design practice. “What we call Set-Based Concurrent Engineering SBCE begins by broadly considering the sets of possible solutions and gradually narrowing the set of possibilities to converge on a ﬁnal solution. A wide net from the start and a gradual elimination of weaker solutions make ﬁnding the best or better solutions more likely” (Buede and Miller 2009). This approach was ﬁrst seen in Toyota Motor Corporation. Although Toyota competitors considered it as an inefﬁcient model, Toyota Motor Corporation has always been the industry leader in cost, quality and product development in lead-time (Sobek et al. 1999). Furthermore, Authors in (Ammar et al. 2017) proposed an approach to integrate SBCE in the systems engineering process to develop the architectural design of complex systems. The following ﬁgure will graphically show the Set-Based Concurrent Engineering concept (Fig. 1).
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Fig. 1. The principles of Set-Based Concurrent Engineering (Raudberget 2010)



The set-based concurrent design is built on three principle phases (Raudberget 2010) 1. Map the design space: • Deﬁne feasible regions, • Explore trade-offs by designing multiple alternatives, • Communicate sets of possibilities. 2. Integrate by intersection: • Look for intersections of feasible sets, • Impose minimum constraint, • Seek conceptual robustness. 3. Establish feasibility before commitment: • Narrow sets gradually while increasing detail, • Stay within sets once committed, • Control by managing uncertainty at process gates. The performance of multidisciplinary systems is motivated not only by the performance of the individual disciplines but also by their interactions and subsequently a multi-objective optimization (MDO) is necessary in the development of the complex system (Martins and Lambe 2013). MDO is an engineering ﬁeld focused on the use of numerical optimization for the design of systems involving a number of disciplines or subsystems (Martins and Lambe 2013).
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3 Description System The electronic throttle body is a mechatronic device used to regulate the amount of air admitted into the cylinders of an internal combustion engine. In the beginning of their invention, the request to open the valve of the “Throttle Body” was directly controlled by a cable connected to the accelerator pedal (Fig. 2). Then, this system was developed into an Electronic Throttle Body (ETB) (Fig. 3) related to the Electronic Controller Unit (ECU) in order to control the opening and the closing of the valve.



Fig. 2. Throttle Body controlled by cable



Fig. 3. Electronic (ETB)



Throttle



Body



Then, in order to control the flow of air in the cylinders, the ETB (Electronic Throttle Body) must consist essentially of a system for opening and closing the air passage, a system for converting electrical energy into mechanical energy, a system of safety and a system to adapt the mechanical energy to reach the necessary mechanical force. The latter depends mainly on the requirement of the driver, which is translated by a pedal sensor to the electronic control unit (ECU) and on the other hand the position of the opening and closing system deﬁned by a sensor of position allowing the ECU to know precisely its position.



4 The Set Based Concurrent Engineering Application 4.1



Deﬁne Feasible Regions



This phase aims to develop and deeply understand the sets of design possibilities for subsystems. So, the application of this phase in our case study can give a set of solutions for each subsystem as shown in Fig. 4. As a result of this step, the set number of solution is N: • N = 3 * 3 * 3 * 3 * 2 * 3 * 2 = 972 solutions.
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Fig. 4. Possible solutions for each subsystem



4.2



Explore Trade-Offs by Designing Multiple Alternatives



This activity can be done to some subsystems that have characteristics or performances with no effect on its integration with the other subsystems and that leads us to minimize the solution number based on customer requirements and simulations. In our case study, it can be applied to the body of the electronic throttle body ETB results and to the gears system based on the manufacturing, the cost, the performance, and the durability as shown in Figs. 5, 6, and 7.



Fig. 5. Trade-off curves of the body.



Fig. 6. Trade-off curves of the regulate airflow system.



According to this step, we can eliminate solution 3 for the ETB body, we can eliminate solution 2 that corresponds to the metal gears for the gear system and we can choose the double track potentiometer and the air flow sensor for the sensors, from where the number of remaining solutions is: • N = 2 * 2 * 3 * 1 * 2 * 1 * 2 = 48 solutions.
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Fig. 7. Trade-off curves of the sensors



4.3



Integrate by Intersection



This phase can be considered as the set based communication principle, which ensures that the subsystem solutions are deﬁned as feasible/compatible with all functional groups involved. In this step, ﬁrstly, we can model the possible solutions of our system by Modelica to verify the overall integration performance and reduce the set of possibilities, without forgetting our contribution which consists in a preliminary modeling of the system before adding the control system. Then, in a second step, we can make a remaining model optimization using ModelCenter to reduce the subsystem parameter intervals as well as limit the choice of subsystems. In the following ﬁgure, you will ﬁnd an example of modeling of the ETB by using the components of the Modelica library. In this model we modeled the whole system made off with a DC motor, a system of gear, a spring of failsafe system and a stop of the sector gear in combination with the gear system and the spring to limit and control the operation of the valve plate (Fig. 8). Before connecting this model to the ModelCenter to perform a multi-objective optimization we have to assign it to the subsystem parameters as shown in the following table to verify that the subsystem integration meets our main need (Table 1). Figure 9 shows an example realized with a valve initially positioned at 8° (limp home position) using the failsafe spring with a supply voltage 0 V. Then according to its supply with a voltage different from zero, the valve goes from 8° to 90° with a response time of 228 ms. But, the valve opening response-time using stepper motor is too slow compared to a conventional DC electric motor which is the reason to eliminate the solution of stepper motor in electronic throttle body systems. Then the number of remaining solution is: • N = 2 * 2 * 3 * 1 * 1 * 1 * 2 = 24 solutions. In this step, we move to multi-objective optimization to limit the parameter interval and thereafter to ensure the correct choice of subsystems. Therefore, the speciﬁcations of our optimization are summarized as follows: (1) The opening valve time (8° to 90°) should be lower than 180 ms and (2) the closing valve time with the failsafe system (90° to 8°) must be lower than 250 ms. So, the response time speciﬁcations can occur



The Design and Modeling of an Optimized Mechatronic System



Fig. 8. Modelica Model of the ETB Table 1. Table of design variables Parameter Motor Lm Rm Km Ke Jm Vm Load Jl C Tf Ts hl Gear Ng Stop



Description



Unit



Value



Inductance Resistance Motor constant Back emf Inertia Voltage



H ohm N m/A N m s/rad Kg m2 V



0.0015 1.5 0.02 0.02 4.8e−6 Variable



Inertia Main spring stiffness Friction Torque Springs Torque Throttle angle



Kg m2 N m/rad Nm Nm deg



5.6e−5 0.6 Variable Variable Variable



Ratio Angle Interval



– deg



20 [0, 90]
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Fig. 9. Valve Opening Time



very rapidly for our application but in reality the performances will be very weak because our problem contains contradictory objectives which are deﬁned as follows: • If we want to minimize the closing valve time (from 90° to 8°) we must use a high stiffness spring but this will further delay the opening valve time (from 8° to 90°). Therefore, a combination of Modelica with ModelCenter is necessary in order to do a multi-objective optimization, which is formulized in the next table (Table 2). Table 2. Optimization constraints Unit Objective to minimize Opening valve time ms Closing valve time ms Problem constraints h_max deg Design variable Km N m/A Jm Kg m2 Rm ohm Lm H Ng – C N m/rad



Start value Lower bound Upper bound 228 1300



– –



180 350



89.2



89



91



0.02 4.8e−6 1.5 0.0015 20 0.6



0.01 6e−5 1 0.001 5 0.1



0.08 6e−6 4 0.002 50 1



The result of optimization is not unique since the problem is multi-objective Then we select three points from the set of Pareto solutions in order to show that there are different possibilities of technological solutions as shown in the following table (Table 3). Now, all the solutions present such a good performance that the opening valve time can be 128 ms and the closing valve time 167 ms. It is up to the designer to trade-off between these objectives to ﬁnd, without forgetting other constraints that must be considered in the decision, the components available from suppliers or components in stock.
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Table 3. Optimization result Unit Objective to minimize Opening valve time ms Closing valve time ms Problem constraints h_max deg Design variable Km N m/A Jm Kg m2 Rm ohm Lm H Ng – C1 N m/rad



4.4



1



2



3



128 210



145 180



159 167



89.9999 90



89.98



0.0167 4.8e−6 1.5 0.0015 7 0.5



0.0189 4.8e−6 1.12 0.00154 9 0.53



0.017 6e−5 1.59 0.00199 6 0.42



Establish Feasibility Before Commitment



This phase can be considered as the principle of convergence that prescribes an aggressive elimination of inferior design sets. Then, we will increase details in order to narrow the set gradually. We should stay within sets once committed, and we must control by managing uncertainty at process. In our case, we have 2 solutions of the body of ETB, 2 solutions for the reducer and 3 solutions of the opening and closing system. So, in this step we can add the constraints of the production system such as the availability of the machines, the production time, the cost of production and the stock to choose the right solution.



5 Conclusion This article deﬁne an application of the SBCE (Set Based Concurrent Engineering) in the mechatronic ﬁeld to design an ETB and a multi-objective optimization has integrated in the steps of the SBCE in order to get a good conﬁguration which respects both the opening valve time and the closing valve time. In further work, we will try to make an algorithm to reduce the number of solutions; we will also try to improve the model of ETB and to make more validations.
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Abstract. The present study investigates the modeling of the vibration energy localization from a nonlinear quasi-periodic system. The periodic system consists of n moving magnets held by n elastic structures and coupled by a nonlinear magnetic force. The quasi-periodic system has been obtained by mistuning one of the n elastic structures of the system. The mistuning of the periodic system has been achieved by changing either the linear mechanical stiffness or the mass of the elastic structures. The whole system has been modeled by forced Dufﬁng equations for each degree of freedom. The forced Dufﬁng equations involve the geometric nonlinearity and the mechanical damping of the elastic structures and the magnetic nonlinearity of the magnetic coupling. The governing equations, modelling the quasi-periodic system, have been solved using a numerical method combining the harmonic balance method and the asymptotic numerical method. This numerical technique allows transforming the nonlinearities present in the governing equations into purely polynomial quadratic terms. The obtained results of the stiffness and mass mistuning of the quasi-periodic system have been analyzed and discussed in depth. The obtained results showed that the mistuning and the coupling coefﬁcients have a signiﬁcant effect on the oscillation amplitude of the perturbed degree of freedom. Keywords: Energy localization  Nonlinear dynamics  Quasi-periodic system



1 Introduction Over the last few years, energy harvesting from ambient energy has received increased attention. Several research projects have been oriented towards the design and the modeling of various harvesting systems. This trend of scavenging the ambient energy is related to the reduction of the required power supply for such microsystems and to the replacement of the battery which is limited by its life-time and requires maintenance. The harvesting approach is considering as a promising approach for innovation, miniaturization, respect for ecological issues and is part of the theme of renewable energies as well. Diverse ambient energy sources are available in our environment and their conversion into electrical energy is a major challenge to increase the autonomy of isolated © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 121–128, 2019. https://doi.org/10.1007/978-3-319-94616-0_12
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or abandoned systems. Each environment can correspond to one or more energy sources such as sunlight, wind, thermal gradients, and mechanical vibrations. For each of these sources, one or more conversion principles exist for generating electricity. Mechanical vibration sources provide potential energy that can be scavenged for charging self-powered systems. In several researches, design of mechanical to electrical energy devices, based on different conversion mechanisms, has been attempted (El-Hami et al. 2001; Erturk and Inman 2011; Cassidy et al. 2011; Yang et al. 2014). Currently, the most existing solutions for vibration-to-electricity transduction are accomplished by electrostatic (Roundy et al. 2003; Mitcheson et al. 2004), piezoelectric (Anton and Sodano 2007), and electromagnetic applications (Yang et al. 2009). The purpose of this study is to investigate and to analyze the modeling of a quasiperiodic system. The effects of the mistuning and nonlinearities of the proposed system are discussed. The damping factor of the quasi-periodic system was estimated experimentally by the half-power bandwidth method (Papagiannopoulos and Hatzigeorgiou 2011). The geometric and magnetic nonlinearities introduced in the model as well as the mistuning effect of the mechanical stiffness allow enlarging the bandwidth and localize the energy.



2 System Modeling The quasi-periodic system presented in this survey was inspired by existing published works (e.g. The nonlinearity was inspired by Mann and Sims (2009), Mahmoudi et al. (2014), Ping et al. (2015), and Abed et al. (2016) while the mistuning effect and the vibration localization was inspired by Yoo et al. (2003) and Malaji and Ali (2015)). However, the main drawback of the previous harvesting systems is mainly the large mechanical damping factor. This signiﬁcant damping is due to the friction of the lateral surface of the center moving magnet with the inner surface of the coil holder which affects directly the oscillation amplitude and then the harvested power. The concept proposed in this paper uses quasi-periodic structure in order to take advantage of the multimodal approach and the vibration localization, while the mechanical and magnetic forces have been used to guide and couple the center moving magnets as well as reducing the mechanical damping factor. The considered system is composed of n + 2 magnets (two ﬁxed magnets and n moving magnets). The poles of the whole magnets have been oriented to repel each other. The center moving magnets are mechanically attached to structure with a very low damping factor. The coils have been placed next to the n moving magnets. The separating distance between the n + 2 magnets can be tuned via threaded mechanism in order to adjust the magnetic coupling force as well as the linear resonance. 2.1



Magnetic Force



The resulting magnetic force has been estimated numerically by the 2D ﬁnite element method (Meeker 2006) while varying the gap between the magnets. Figure 1a shows the FEMM model for one degree of freedom while Fig. 2b shows the numerical
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estimation of the top and bottom of the magnetic force as a function of the separation distance (gap d) between two magnets (Fig. 3).



Fig. 1. Equivalent model for two moving magnets.



The numerical results of the magnetic force estimated by FEMM have been ﬁtted for several values of gap d using a least-squares procedure. So, the total magnetic force can be identiﬁed as: F mg ðxÞ ¼ k1mg x þ k3mg x3 ;



ð1Þ



where k1mg ¼ 2k1 þ 4dk2 þ 6d 2 k3 is the linear stiffness coefﬁcient and k3mg ¼ 2k3 is the cubic nonlinear stiffness coefﬁcient in which d is the gap between the magnets. x is the displacement of the moving magnet. The FEMM result of the total magnetic force as a function of the displacement of the mid magnet and the ﬁtting data for the gap equal to d = 40 mm as well as the magnetic linear stiffness k1mg deduced from the ﬁtting FEMM data of different separating distance value. The estimated parameters for the magnetic linear stiffness at d = 40 mm are a1 ¼ 313:71 N m1 , a2 ¼ 4:1e þ 3 N m2 , and a3 ¼ 3:06e þ 3 N m3 . The accuracy of the ﬁtted data has been checked by an overlay of the numerical data. The magnetic ﬁeld B of the permanent magnets has been obtained analytically by the expression developed for ring magnets in reference (Camacho and Sosa 2013). 20 BðdÞ ¼



1



0



13



l0 M 6B d dh d dh C B C7 ﬃ  qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃA  @pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ  qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃA5; 4@pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 2 2 2 2 2 2 d 2 þ rout d þ rint 2 2 ðd  hÞ þ rint ðd  hÞ þ rout



ð2Þ where d stands for the gap between two magnets, rint and rout are the inner and outer radius respectively.
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Fig. 2. (a) The FEMM result and the ﬁtting data for d ¼ 40 mm. (b) The linear stiffness k1mg estimated by ﬁtting the FEMM data for each separating distance value.



Fig. 3. Geometrical parameters of the magnet.



2.2



Governing Equations



In the present section, two center moving magnets are considered as illustrated in the equivalent mechanical and electrical model (Fig. 4). The proposed harvesting devise is
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Fig. 4. Equivalent mechanical and electrical model for two moving magnets.



modeled using two forced dufﬁng equations. So, the governing equation of the designed harvester can be written as: € m€xj þ c_xj þ Fjme ðxÞ þ Fjmg ðxÞ ¼ mY;



with



j ¼ 1; 2;



ð3Þ



where c stands for the mechanical damping factors respectively. Fjme and Fjmg are the mechanical and magnetic forces for each moving magnet. Y€ is the excitation acceleration of the support as shown in Fig. 4. It is assumed that the two center moving magnets have the same mass, mechanical and electrical damping. 



€x1 þ 2nx1 x_ 1 þ x21 ð1 þ 2bÞx1  bx2 þ cx31  bNL x32 ¼ Y€ ; €x2 þ 2nx1 x_ 2 þ x21 ða þ 2bÞx2  bx1 þ cx32  bNL x31 ¼ Y€ 2nx1 ¼



ð4Þ



c kcL kNL kme kme ; b ¼ me ; bNL ¼ c ; x21 ¼ 1 ; a ¼ 2me ; m k1 m m k1



where a and b are the stiffness mistuning and coupling coefﬁcients, respectively. The solving procedure uses the classical harmonic balance method combined with the asymptotic numerical method (Cochelin and Vergez 2009). This technique allows transforming the nonlinearities present in the governing equation (Eq. 4) into purely polynomial quadratic terms.



3 Results and Discussion In the present section, several numerical simulations have been performed in the case of two moving magnets. These simulations enable us to highlight the importance of the nonlinearity and mistuning of the designed harvesting device. The mistuning coefﬁcients a represents the ratio of the mechanical linear stiffness of the second moving magnet to the ones of the ﬁrst moving magnet. It is assumed in the present simulation that kmg = kc. Figure 5 represents the frequency response for periodic and quasi-periodic structures with b = 0.0083 and an acceleration a ¼ 0:006 g. Stiffness of the ﬁrst moving
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Fig. 5. Frequency response without (a) and with (b) stiffness perturbation.



magnet is taken as nominal stiffness. The mistuning was achieved by varying the stiffness of the second moving magnet. As shown in Fig. 5b, the amplitude of the perturbed dof was increased signiﬁcantly with respect to the ﬁrst dof. In addition, the bandwidth of the whole system was increased.



Fig. 6. Effect of the variation of the mistuning coefﬁcient a on the maximum amplitudes.
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Figure 6 shows the variation of the maximum amplitudes of the quasi-periodic system due to the variation of the mistuning coefﬁcient a with an acceleration a ¼ 0:006 g and b = 0.0083. As shown in this ﬁgure, when the mistuning coefﬁcient a is less than 1, the amplitude of the perturbed dof increases with respect to the ﬁrst dof. However, when a > 1 the ﬁrst dof represents an important amplitude compared to the perturbed dof.



Fig. 7. Effect of the variation of the coupling coefﬁcient b on the maximum amplitudes.



Figure 7 shows the variation of the maximum amplitudes of the present structure due to the variation of the coupling coefﬁcient b with an acceleration a ¼ 0:006 g and a = 0.97. As shown in this ﬁgure, the coupling coefﬁcient b has a signiﬁcant effect on the oscillation amplitude of the proposed system.



4 Conclusion In this paper, we studied the effect of the mistuning and coupling coefﬁcients as well as the nonlinearity on the frequency response of a periodic structure. The obtained results show that the perturbation of one of the moving magnet, the magnetic coupling coefﬁcient, and the nonlinearity increase the oscillation amplitude of the periodic system and enlarge the bandwidth as well. Thus, we can take advantage of these aspects to enhance the harvested power of a vibration energy harvesting mechanism. The proposed approach can be generalized to a large-scale quasi-periodic system. Acknowledgements. This project has been performed in cooperation with the Labex ACTION program (contract ANR-11-LABX-01-01).
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Abstract. In this paper, the low melting point metal Phase Change Material (PCM) heat sink for coping with ultrahigh thermal shock (1 W/cm2) is developed numerically. Sodium hydrate-based PCP is selected as the best Phase Change Material candidate from the point of view of thermal performance based on an approximate numerical analysis. Plate ﬁn structure is investigated. The effects of ﬁn number, heat flux, ﬁlling factor of PCM and ﬁn width are parametrically studied; the influence of the structural material is briefly discussed. For arbitrarily given heating condition, the optimal geometric conﬁguration of the heat sink is suggested and corresponding thermal performance is provided. The proposed low melting point metal PCM heat sink can cope with very large thermal shock with maximum device temperature, under the ambient temperature, which is extremely difﬁcult to deal with otherwise by conventional PCMs. The conclusions drawn in this paper can serve as valuable reference for thermal design and analysis of PCM heat sink against ultra-high thermal shock. The results indicated that PCM-based heat sinks with ﬁns are viable option for cooling plate structure with respect the number of ﬁns, the power level of the heat source. Keywords: Phase change material (PCM)



 Heat sink  Thermal management



1 Introduction Phase change material (PCM) cooling technique is a kind of passive cooling technique that uses phase change material as the coolant. When facing a thermal shock, PCM absorbs the heat and melts, while its temperature nearly keeps constant over the melting process, and thus prevents the power devices from overheating. After the thermal shock, heat is dissipated from the PCM to the ambient, the PCM solidiﬁes and prepares for next thermal shock. PCM cooling technique is suitable for power devices which generate heat intermittently, such as portable electronics (Setoh et al. 2010) and power battery pack (Alipanah and Li 2016; Wang and Huang 2016). Conventionally, organic PCMs (typically parafﬁn) are widely used for thermal management of power devices. The main drawback of parafﬁn PCMs lies in their low thermal conductivity, which seriously hinders the heat conduction inside the PCMs and © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 129–135, 2019. https://doi.org/10.1007/978-3-319-94616-0_13
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thus decreases the heat transfer efﬁciency. There are generally two methods to improve this situation: (1) increasing the thermal conductivity of the PCM via modiﬁcation or nano-particle inclusion (He et al. 2012, Abdollahzadeh and Esmaeilpour 2015); (2) providing high conductive paths into the PCM to enhance the heat transfer inside, such as internal ﬁn (Krishnan et al. 2005). This paper is dedicated to develop a primary PCM heat sink used for coping with 1 W/cm2 thermal shock. Firstly, an approximate theoretical analysis is conducted to ﬁnd out the PCM which has the best cooling capability and is most suitable for high thermal shock situation from the view point of thermal performance. Then, based on this PCM, a plate ﬁn structure is investigated, and the effect of ﬁn number, heating power level on a PCM and Melting front position at various times are parametrically studied.



2 Mathematical Model The heat transfer and fluid flow analysis in the cooling system are assumed to be twodimensional. The flow of the molten PCM in heat sink assumed to be laminar, incompressed. The PCM is supposed to be pure, homogenous and with isotropic physical properties. The governing equations used here for the PCM are: Momentum equations:    2  @u @u @u @P @ u @2u þU þV þ ll q1 þ ¼ þ Bu @t @x @y @x @x2 @y2    2  @v @v @v @P @ v @2v þU þV þ ll ql þ ¼ þ q0 gbðT  T0 Þ þ Bv @t @x @y @x @x2 @y2



ð1Þ ð2Þ



The thermal expansion coefﬁcient b is introduced into the momentum Eq. (2) to include the buoyancy force term, according to the Boussinesq’s approximation: q ¼ q0 gbðT  T0 Þ



ð3Þ



Hl is the liquid fraction during the phase change which is deﬁned by the following relations: Hl ¼ 0



if T  Tm



ð4Þ



Hl ¼ 1



if T  Tm



ð5Þ



The momentum source terms Bu and Bv (Eqs. (1) and (2)) were used for cancel velocities in solid region where B(Hl) is the porosity function: C 1  H2l  B¼ H3l þ b



 ð6Þ
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Where b is a small computational constant used to avoid division by zero, and c is a constant reflecting the morphology of the melting front. Energy equation    2  @T @ T @2T @T @T ¼ keq þv Cpeq þ 2  Cpeq u @t @x2 @y @x @y



ð7Þ



Where Cpeq and keq represent respectively the equivalent volume heat capacity and equivalent thermal conductivity. Cpeq ¼ Hl ðqCpÞl þ ð1  Hl ÞðqCpÞs



ð8Þ



keq ¼ Hl kl þ ð1  Hl Þks



ð9Þ



The governing equations previously described are solved using COMSOL MULTIPHYSICS. This code uses discretization and a formulation based on the ﬁnite element method.



3 Physical Model Here, a speciﬁc heating condition is investigated ﬁrst, and more general conclusion for arbitrary operation condition will be discussed later. The heat source works intermittently, the power of which is Q = 1 W. The plate ﬁn structure is investigated as shown in Fig. 1. The plate ﬁn heat sink is evenly divided into n basic units. In the following subsections, the effects of those parameters on the thermal performance of the heat sink will be discussed in detail. Among which, ﬁn height b will be kept constant (b = 9 mm) and c = 1 mm. Boundary conditions include power value of 1 W applied at bottom of PCM. All other walls are treated as adiabatic. The initial condition set for entire domain is 45 °C. The ﬁn material of aluminium, phase change material used is sodium hydrate. The properties of the PCM, used in the present study, are summarised in Table 1.



4 Numerical Study 4.1



Effect of Heating Power Level on a PCM



Figure 2 shows the effects of different input powers on the set up with heat sink in the vertical position. We can see at ﬁrst the same temperature proﬁle for three sources. At the beginning, the temperature increases rapidly and this is similarly observed for all sources. This phase corresponds to the conduction regime. Then we can notice a plateau for all sources which can be explained by the melting onset and conductive regime establishment in each liquid area. After-wards, we can remark a re-increase of temperature for the three cases. The PCM starts to melt earlier as the power is increased. The
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a2



a1 PCM



b



c



Heat flux Fig. 1. Plate ﬁn structure Table 1. Properties of a commercial sodium hydrate-based PCM (Levin et al. 2013) Melting Density (kg/m3) temperature (°C) Solid = liquid 1360



Temperature (°C)



50



Thermal conductivity Speciﬁc heat Latent heat (W/(mK)) (KJ/(kg.K)) (KJ/kg) Solid Liquid 0.6 2.7 2.4 113



Time (s) Fig. 2. Effect of heating power level on a PCM
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Temperature



n=1



n=10



n=20



n=40



Liquid fraction



n=1



n=10



n=20



n=40



Fig. 3. Effect of the ﬁn number. (a) Temperature on the heat sink bottom; (b) Liquid fraction contour after a thermal shock



maximum temperature attained at 1 W was 61 °C and the PCM was still undergoing phase change after 19 s. At 3 and 5 W the phase changes were completed after about 7 s and their maximum temperatures attained after 60 s were 79 and 104 °C respectively. At 1 W, the heat sink is at a much lower temperature compared to the powers at 3 and 5 W. The temperature of the electronic system device at 5 W is much higher after 60 s when the PCM in the heat sink has completely melted.
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Effect of the Fin Number



Figure 3(a) and (b) intuitively show the temperature contour and the liquid fraction contour of the plate ﬁn heat sink under different ﬁn number conditions in the instant after a thermal shock. With the ﬁn number increases, the width becomes smaller and smaller, bottom temperature Tmax decrease rapidly. 4.3



Melting Front Position at Various Times



The knowledge of the heat transfer mechanism during melting is essential to the understanding of phenomenon. Therefore, in Fig. 4 the melting front position at various times of 18, 20 and 22 s are depicted. In these photographs, the blue and red colors observed represent respectively the liquid and solid phases. At early time (t = 18 s), it can be noticed the formation of thin layer of liquid PCM near the respective heat source. At time = 20 s, convection establishes resulting the interface distortion at the high level of each liquid area. As times progresses, the liquid zone is rapidly merged. After t = 22 s, the majority of PCM is melted. Liquid fraction



18 s



20 s



22 s



Fig. 4. Melting front position at various times



5 Conclusion As a new kind of phase change material, low melting point metals own high cooling capability due to their high thermal conductivity and high volumetric latent heat, in which sodium hydrate possesses the best thermal performance. Parametric sodium hydrate based PCM heat sink with internal aluminum ﬁn can cope with 1 W/cm2. Geometric dimension of the ﬁn structure has great influence on the thermal
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performance of the heat sink. Thermal performance of the heat sink improves with the number of ﬁn increases. Acknowledgements. This work is ﬁnanced by the Project CRIOS and the European Union.
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Abstract. Piezoelectric energy harvesting from ambient energy sources, particularly vibrations, has attracted considerable interest throughout the last decade. Sensitivity analysis is a promising method used for many engineering problems to assess input-output systems based on vibration. In this paper, the formulation of ﬁrst order sensitivity (FOS) of complex Frequency Response Functions (FRFs) is developed to evaluate the output responses of piezoelectric energy harvesters. The adapted approach for the FOS is the ﬁnite difference method, which consists in computing an approximation of the ﬁrst derivation. Furthermore, the main goal is to study the influence of the variation of the load resistance from the short circuit (load resistance tends to zero) to open circuit (load resistance tends to the inﬁnity) conditions on the tip displacement and the voltage FRFs of a Bimorph Piezoelectric Energy Harvester (BPEH). The determination of FRFs of the harvester are derived using Finite Element Modelling for a bimorph piezoelectric cantilever beam based on Euler-Bernoulli theory, which is composed of an aluminum substrate covered by two PZT-5A layers. The results show a high sensitivity of the FRFs of the BPEH to the load resistance at the natural frequencies. For each excitation frequency, the sensitivity near the resonance frequencies decreases from the short circuit conditions to the open circuit conditions. Keywords: Sensitivity analysis  Vibration  Energy harvesting Piezoelectric materials  Finite element method



1 Introduction Sensitivity analysis of dynamic structures and mechatronic systems is very helpful in solving many engineering problems, such as: parametric identiﬁcation problems, structural optimization, model updating problems and others (Lasecka-Plura and Lewandowski 2014), especially, for vibration energy harvesting devices using piezoelectric materials, which has been extensively studied over the past decade (Li et al. © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 136–148, 2019. https://doi.org/10.1007/978-3-319-94616-0_14
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2014). Several studies focused on modeling a multilayer cantilever beam with one, two or multi-piezoelectric layers used for vibration energy harvesting (Erturk and Inman 2011; Paknejad et al. 2016). Two main approaches have been used by researchers for modeling piezoelectric energy harvesters are: (i) The analytical distributed parameter model (Erturk and Inman 2008, 2011) in which, the beam is modeled by a second-order partial differential equation in terms of beam tip displacement. (ii) The ﬁnite element model derived by De Marqui Junior et al. (2009) for an unimorph energy harvester plates, and a bimorph energy harvester cantilever beam (Amini et al. 2015). This formulation uses a standard discretization of beam layers, providing models with less restrictive assumptions, and takes into account the global electrical variables. Since the ﬁrst approach is limited to basic models, the ﬁnite element modeling is applied in this paper to determine the sensitivity of the frequency response functions (de Lima et al. 2010; Lasecka-Plura and Lewandowski 2014) of the bimorph piezoelectric energy harvester for the load resistance. The ﬁnite element equations of electromechanical problems are ﬁrst presented. Then, the variational formulation of a laminated piezoelectric beam is developed for a Bimorph Piezoelectric Energy Harvester (BPEH) to determine the mechanical and electrical output FRFs. For the ﬁrst order sensitivity analysis, the ﬁnite difference approach is applied to study the influence of the load resistance on the voltage and tip displacement FRFs.



2 Finite Element Modeling of the Energy Harvester The ﬁnite element formulation of elastic structure with bonded piezoelectric patches proposed in (Thomas et al. 2009; Larbi et al. 2014) is used. The governing ﬁnite element equations of the dumped electromechanical problem can be expressed as: € þ Cm UðtÞ _ þ K m UðtÞ þ K c VðtÞ ¼ FðtÞ M m UðtÞ



ð1Þ



K e VðtÞ  K Tc UðtÞ ¼ QðtÞ



ð2Þ



where M m is the global ðN  N Þ mass matrix, K m is the global ðN  N Þ stiffness matrix, Cm is the global ðN  N Þ damping matrix and K c is the global electromechanical coupling matrix ðN  PÞ, K e is the diagonal global ðP  PÞ capacitance matrix, FðtÞ ¼ Fejxt is the global ðN  1Þ vector of mechanical forces, QðtÞ ¼ Qejxt is the global ðP  1Þ vector of electric charge outputs,UðtÞ ¼ Uejxt is the global ðN  1Þ vector of mechanical coordinates and V ðtÞ ¼ Vejxt is the global ðP  1Þ vector of voltage outputs. Here, N and P respectively, are the number of mechanical degrees of freedom and the number of piezoelectric elements. The global mechanical damping matrix Cm is assumed a linear combination of the mass and stiffness matrices: Cm ¼ aM m þ bK m



ð3Þ



where a and b are the proportionality constants which are typically determined experimentally using at least two modal damping associated to two different natural frequencies.
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Equation (1) corresponds to the mechanical equation of motion with electrical coupling, and a forcing vector FðtÞ. Whereas Eq. (2) corresponds to the electrical circuit equation with a mechanical coupling term. In this paper, the harvested energy is dissipated through a resistive load R. Using Ohm’s law, the following additional equation relates the voltage vector V and the charge vector Q: _ VðtÞ ¼ RQðtÞ



ð4Þ



Considering in particular the ﬁnite element formulation of a laminated beam with a total of K layers including P piezoelectric layers, which is excited under sinusoidal base motion. Three mechanical degrees of freedom per node are used   u; w; h   @w@xrel . The piezoelectric layers of the cantilever beam are poled in the thickness direction with an electrical ﬁeld applied parallel to this polarization. Such a conﬁguration is characterized in particular by the electromechanical coupling between the axial strain e1 and the transverse electrical ﬁeld E3 (Thomas et al. 2009). Furthermore, the reduced law behavior of a thin piezoelectric layer is written as follows: r1 ¼ c11 e1  e31 E3



ð5Þ



D3 ¼ e31 e1 þ 33 E3



ð6Þ



where r1 ; e1 ; E3 and D3 are respective the normal stress, normal strain, electric ﬁeld and electric displacement, c11 is the elastic modulus, e31 is the piezoelectric coupling coefﬁcient and 33 is the permittivity at constant strain. The variational formulation, in this case, is deﬁned as follows: K Z X k¼1



Xk



qk ð€ux dux þ € uz duz ÞdX þ



K Z X k¼1



Xk



ck11 e1 de1 dX þ



Z P X V ðpÞ p¼1



hðpÞ



XðpÞ



ðpÞ



e31 de1 dX ¼ 0 ð7Þ







Z P X dV ðpÞ p¼1



hðpÞ



XðpÞ



ðpÞ



e31 e1 dX þ



P X



dV ðpÞ CðpÞ V ðpÞ ¼



p¼1



P X



dV ðpÞ QðpÞ



ð8Þ



p¼1



where qk and Xk are the mass density and the domain occupied by the kth layer, ð pÞ ð p Þ C ð pÞ ¼ Shð pÞ 33 is the capacity of the pth piezoceramic layer, where Sð pÞ and hð pÞ are respectively the active surface and the thickness of the pth piezoceramic layer. The mechanical displacements ux and uz are deﬁned as follow: ux ðx; z; tÞ ¼ uðx; tÞ  zhðx; tÞ



ð9Þ



uz ðx; z; tÞ ¼ wðx; tÞ ¼ wb ðtÞ þ wrel ðx; tÞ



ð10Þ



where wb ðtÞ ¼ Wb ejxt is the base displacement and wrel ðx; tÞ is the relative displacement (for clamped-free beam).
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The various terms appearing in the variational formulation in Eqs. (7) and (8) are now successively discussed. • The kinetic energy variation is: K Z X k¼1



Xk



€  dUT F qk ð€ux dux þ €uz duz ÞdX ) dU T M m U



ð11Þ



where F is the inertial forcing vector due to base excitation which can be expressed as an effective mass vector m multiplied by the base acceleration (De Marqui et al. 2009) as follows: K Z X k¼1



X



k



€ b dX ) dU T m w € b ¼ dU T F qk dwrel w



ð12Þ



• The mechanical contribution to the internal energy variation is: K Z X k¼1



Xk



ck11 e1 de1 dX ) dU T K m U



ð13Þ



• The piezoelectric contributions to the internal energy variation, related to the direct and inverse effect, are given in the following equations. Z P X V ðpÞ p¼1



hðpÞ



ðpÞ



XðpÞ



e31 de1 dX ) dU T K c V



Z P X dV ðpÞ k¼1



hðpÞ



ðpÞ



ðpÞ



X



e31 e1 dX ) dV T K c U



ð14Þ



ð15Þ



• The electrical contribution to the internal energy variation is: P X



dV ðpÞ C ðpÞ V ðpÞ ) dV T K e V:



ð16Þ



p¼1



3 Finite Element Modeling of a BPEH In this section, the system matrices used in Eqs. (1) and (2) are derived using the ﬁnite element formulation of a bimorph piezoelectric vibration energy harvester excited by base motion. The harvester consists in an Euler Bernoulli beam composed of two layers of PZT-5A (piezoelectric material) bonded to an aluminum substrate (elastic material) as shown in Fig. 1. Thus, the total number of layers is equal to 3 (K = 3) the number of piezoelectric elements is equal to 2 (P = 2).
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Fig. 1. Cantilever piezoelectric energy harvester conﬁgurations under base excitation: (a) bimorph (series connection) and (b) bimorph (parallel connection)



The electrical degrees of freedom associated to the two piezoelectric layers are the voltage vector V and charge vector Q deﬁned as follows:  V¼



   V ð1Þ Qð1Þ ; Q ¼ V ð2Þ Qð2Þ



ð17Þ



Each piezoelectric layer is characterized by its capacity C ð pÞ and the electromechanical coupling vector K ðcpÞ , p ¼ 1; 2.    K e ¼ diag Cð1Þ ; Cð2Þ ; K c ¼ K ð1Þ c



3.1



K ð2Þ c







ð18Þ



Equivalent Representation of the Series and the Parallel Connection Cases of a BPEH



The equivalent representation of the ﬁnite element electromechanical equations of a BPEH for the series and the parallel connections is very useful to predict the electrical output responses across the resistor (in the circuit). For this purpose, the equivalent terms of the equivalent representation are obtained ﬁrst. The two-piezoceramic layers are assumed to be identical (same material, same dimensions). It is therefore reasonable to assume that both of them have the same   capacity Cð1Þ ¼ C ð2Þ ¼ C and generate the same output voltage so that  ð1Þ    V ¼ V ð2Þ ¼ V and Qð1Þ ¼ Qð2Þ ¼ Q (De Marqui et al. Junior 2009). Therefore, the nodal forces related to the converse piezoelectric effect (K c V) when a voltage V is applied to the electrodes are given by the following term: KcV ¼ Kc



  1 ~ cV V ¼K 1



ð19Þ
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~ c ¼ K ð1Þ þ K ð2Þ is the apparent electromechanical coupling vector Where K c c ðN  1Þ. Furthermore, the resulting charge and voltage in the circuit of the BPEH are given in Table 1 for the series and parallel connections (Erturk and Inman 2011). Table 1. The charge and voltage in the electrical circuit for series and parallel connection of the two piezoelectric layers with a resistance load Series connection Parallel connection Charge in the circuit Q 2Q Voltage in the circuit 2 V V



After modifying Eqs. (1) and (2) and transforming then to the frequency domain using Laplace transform, the equivalent electromechanical equations of a BPEH become:  2 x M m þ jxCm þ K m U þ K eq c V ¼ F



ð20Þ



  1 jxC eq þ V  jxK eqT c U ¼0 R



ð21Þ



eq where K eq are respectively the equivalent electromechanical coupling vector c and C and the equivalent capacity of a BPEH, which are given in Table 2, V is the voltage across the load resistance (in the circuit).



Table 2. Equivalent electromechanical coupling and capacitance of a bimorph energy harvester for the series and the parallel connections of the piezoceramic layers Terms Series connection Parallel connection ~c ~ c =2 K eq K K c eq C C=2 2C



3.2



Frequency Response Functions



The FRFs are deﬁned here as the response outputs of the BPEH (displacement, voltage, current, power) per base acceleration (in terms of the gravitational acceleration,g ¼ 9:81 m/s2 ). The equivalent expression for nodal displacements FRFs relative to the base excitation problem of the BPEH is: U ¼ x2 Wb



jx K eq K eqT x M m þ jxCm þ K m þ  1 c ceq  R þ jxC 2



!1 m



ð22Þ



For the mechanical response (vibration), only the transverse tip displacement FRF ðwn =  x2 Wb Þ is considered in this study (n is the total node number of standard discretization with linear elements).
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The voltage FRF is obtained as a function of the nodal displacements FRFs. eqT V jx K eqT jx K eq 2 c c Kc     ¼ M þ jxC þ K þ x m m m eq 1 1 eq x2 Wb R þ jxCp R þ jxC



!1 m



ð23Þ



The current FRF and the power FRF are obtained from the voltage FRF as follows:    2 I 1 V P 1 V ¼ ¼ ; x2 Wb R x2 Wb x2 Wb R x2 Wb



ð24Þ



The four frequency response functions may be collected into a single vector deﬁned as follows. H¼



1 ½ wn x2 Wb



V



I



P



ð25Þ



The global ﬁnite element matrices appearing in the FRFs establish the dependence of the response of the system on a set of parameters, and can be expressed in the following form. H ¼ H ðx; pÞ



ð26Þ



Where H is the frequency response functions vector, p is a vector of parameters of the BPEH.



4 Finite Difference Approach to Sensitivity Analysis of FRFs The ﬁnite difference method originates from a Taylor series expansion to approximate the ﬁrst order sensitivity (FOS) and is undoubtedly the simplest method to implement. The FOS of the responses with respect to a given design parameter pi , evaluated for a given set of values of the design parameters p0 is deﬁned as the following partial forward derivative:     



H x; p0i þ Dpi  H x; p0i @H 



¼ lim @pi p0 Dpi !0 Dpi



ð27Þ



i



where Dpi is the parameter increment in the ﬁnite difference scheme, applied to the current value of the parameter p0i , while all other parameters are kept unchanged. The sensitivity of the response with respect to pi can be numerically estimated by ﬁnite differences by successively computing the responses corresponding to pi ¼ p0i and pi ¼ p0i þ Dpi , and then calculating:



Sensitivity Analysis of Frequency Response Functions



    



H x; p0i þ Dpi  H x; p0i @H 



 @pi p0 Dpi
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ð28Þ



i



The accuracy of the sensitivity estimates depends on the choice of the value of the parameter increment Dpi , which has to be small compared to the corresponding parameters p0i but there are limitations due to numerical truncation. The choice of Dpi is critical in the precision of the calculated derivatives. Therefore, Dpi are chosen following rule proposed by Arruda and Santos (1993). Dpi ¼ minfkHðpi Þk; di g



ð29Þ



where jj:jj is the Euclidian norm of the output FRFs vector and di is deﬁned as:







 1 10 if 



p0i 



\106 di ¼ ð30Þ 103 p0i if p0i  106 In order to check the accuracy of the calculated ﬁrst order sensitivity, an approximation of the FRF for the parameter ðpi þ Dpi Þ is computed using the following formula: @H ^ Hðx; p0i þ Dpi Þ  Hðx; p0i Þ þ Dpi @pi



ð31Þ



^ is the ﬁrst order approximation of the output FRFs of the harvester. where H



5 Case Study This section presents an example of a BPEH computed using the previous ﬁnite element model. The material properties and geometrical characteristics of the harvester used in this study are given in Table 3 (Erturk and Inman 2011). For the purpose of simulation, the coefﬁcient for the ﬁrst two modes are chosen to be f1 ¼ 0:010 and f2 ¼ 0:012, the constants a and b are computed using these coefﬁcients. The computing of the ﬁrst derivation using the ﬁnite difference approach consists in varying the nominal value of the parameter by 0.25% (Dpi ¼ 0:25% of pi ). The load resistance is mounted in series with the piezoelectric layers. The sensitivity analysis of the tip displacement and voltage FRFs of the BPEH for a load resistance R are presented here. The analysis is carried out for the frequency range from 0 to 5000 Hz. The ﬁrst three resonance frequencies of the BPEH for short-circuit (R ! 0) and open circuit (R ! 1) conditions are given in Table 4. The effective electromechanical modal coupling factor keff ;r characterizes the energy exchange between the mechanical structure and the piezoelectric layers. It is usually deﬁned, for the system rth mode, by:
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R. Aloui et al. Table 3. Material properties and geometrical characteristics of the reference PEH Parameters L Beam length (mm) b Beam width (mm) hp, hs Layers thickness Ep, Es Young’s modulus (GPa) qs, qp Mass density (kg/m3) e31 Piezoelectric constant (C/m2) 33 Permittivity constant (nF/m)



PZT-5A Aluminum 30 5 0.15 61 7750 −10.4 13.3







2 keff ;r



2  2 froc  frsc ¼  2 frsc



30 5 0.05 70 2700 – –



ð32Þ



where frsc and froc are, respectively, the short-circuit and open-circuit rth system natural frequencies. Table 4. First three short-circuit and open-circuit natural frequencies of the BPEH, and the effective electromechanical coupling factor Mode (r) frsc (Hz) froc (Hz) keff ;r 1 2 3



181.1 1159.8 3246.7



191.1 1171.7 3258.0



0.0656 0.0206 0.007



The tip displacement and the voltage FRFs of the BPEH are given respectively in lm/g and V/g, and the resistance is expressed in Ω. Hence, the sensitivities relative to the load resistance are given respectively in lm/(g XÞ and V/(g XÞ. Figure 2 shows the ﬁrst order sensitivity of the tip displacement FRF of the harvester with respect to the electrical load resistance R. Sensitivity analysis is applied for three resistances 100 X; 10 kX and 100 kX. It can be observed that the peaks of the FOS curves occur at the natural frequencies and has low values, around 10−7 over a wide range of frequencies. The enlarged views of the FOS of the vibration to the load resistance given in Fig. 2 are presented as response surfaces using load resistance as an additional axis, Fig. 3. The absolute value of the sensitivity in the vicinity of resonance frequencies decreases from the short circuit conditions ðR ! 0Þ to the open circuit conditions ðR ! 1Þ. The sensitivity of the tip displacement (vibration) to the load resistance has lower values in the vicinity of the second mode compared to that of the ﬁrst mode. The variation of the sensitivity of the tip displacement of the BPEH for load resistance at the fundamental short-circuit resonance frequency and at the fundamental opencircuit resonance frequency are shown in Fig. 4. It is worth to note that the sensitivity curves are not completely monotonic. It should also be noted that the sensitivity of the vibration to the load resistance at the short circuit excitation frequency always remains greater in absolute value than that at the open circuit excitation frequency.
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Fig. 2. First order sensitivity of tip displacement FRF modulus versus excitation frequency for three load resistances



Fig. 3. First order sensitivity surface response of voltage FRF modulus versus excitation frequency and load resistance (a) in the vicinity of mode 1 (b) in the vicinity of mode 2



Figure 5 shows the ﬁrst order sensitivity of the voltage FRF modulus versus the excitation frequency for three load resistances. We notice that the sensitivity for the load resistance is important in the vicinity of natural frequencies. The resistance value of 100 Ω has the largest sensitivities in the vicinity of the resonance frequencies, it is followed by the sensitivities of 10 kΩ, and ﬁnally the 100 kΩ sensitivity for each vibration mode. Figure 6 shows that the sensitivity of the voltage output decreases when the resistance varies from the short circuit conditions to the open circuit conditions for all excitation frequencies. Furthermore, for each occurs of value of the resistance, the maximum value of sensitivity of voltage output matches the resonance frequency.



146



R. Aloui et al.



Fig. 4. Variation of the FOS of the tip displacement FRF to the load resistance versus load resistance for excitations at the short-circuit and the open-circuit resonance frequencies of: (a) mode 1 (b) mode 2



Fig. 5. First order sensitivity of voltage FRF modulus versus excitation frequency for three load resistance values



Therefore, the FOS of voltage FRF is signiﬁcant at the natural frequencies and at low electrical load resistances (short circuit conditions). Figure 7 shows the ﬁrst order sensitivity of the voltage FRF modulus as a function of load resistance for excitations at the fundamental short-circuit and open-circuit resonance frequencies. For the ﬁrst two modes, as the load resistance increases from the short-circuit to the open-circuit conditions, the sensitivity of the voltage FRF decreases monotonically. One can see clearly that the sensitivity of voltage FRF for the load resistance is more important for the short-circuit frequency excitation then the open-circuit frequency excitation for low resistance (short-circuit conditions). Both the sensitivities of the voltage FRF to the load resistance at the two fundamental resonance frequencies (shortcircuit and open-circuit frequencies) have a very low value at the open-circuit condition.



Sensitivity Analysis of Frequency Response Functions



147



Fig. 6. First order sensitivity of modulus of Voltage FRF versus excitation frequency and load resistance (a) in the vicinity of mode 1 (b) in the vicinity of mode 2



Fig. 7. Variation of the FOS of the voltage FRF for the load resistance versus load resistance for excitations at the short-circuit and the open-circuit resonance frequencies of: (a) mode 1 (b) mode 2



6 Conclusion In this paper, the sensitivity analysis of frequency response functions has been considered. The ﬁnite difference approach has been used to approximate the ﬁrst order sensitivity of tip displacement (vibration) and the voltage FRFs to a variation of the electrical load resistance of the harvester. The ﬁrst order sensitivity analysis of the tip displacement and voltage FRFs of the BPEH have shown that the sensitivity to the load resistance is signiﬁcant at the natural frequencies. Furthermore, the influence of the electrical load resistance variation for the vibration and voltage outputs is more important at the short circuit conditions than at the open circuit conditions. These results are very helpful to determine the optimal load resistance for an optimization study using the load resistance as a parameter.
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Abstract. The plastic ball grid array (PBGA) package has become a major packaging type in recent years, due to its high capacity for the input/output counts. However, vibration loading is encountered during the service life of PBGA. This study investigates the effect of vibration loading on the solder ball response. A two-dimensional ﬁnite element model of the printed circuit board (PCB) and PBGA component assembly is released using COMSOL Multiphysics software. The natural frequencies and modes were calculated. Forced vibration analysis was performed around the ﬁrst natural frequency to determine the solder joints having highest stress and strain concentration under harmonic excitation. It showed that the interface between solder ball and the PCB is the most vulnerable part. Displacement and Von Mises stress variation were calculated in the most critical point. It was found that the height amplitude of displacement and Von Mises stress may conduct to decrease the solder interconnects lifetime. Moreover, resonance may conduct to the failure of the solder joints. Keywords: PBGA  Finite element  Vibration loading  Harmonic excitation



1 Introduction Printed Circuit Board (PCB) are used in most electronic products to mechanically support and electrically connect chips, capacitors, or other electronic components via soldered joints. During utilisation, these products will experience loading environments that include vibration loading that is why it is necessary to determine the structural integrity of the PCB and its components due to this load. PCB is exposed to vibration loading and it is well known that solder is the most critical part of the assembly as it assure the interconnection between the card and the component. Several work has been established in the literature in order to study the dynamic behavior of an electronic component under vibration load. Grieu et al. (2008) presented a methodology to calculate the damage of solder joint under random vibration. In addition, he used FEM to © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 149–154, 2019. https://doi.org/10.1007/978-3-319-94616-0_15
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calculate the lifetime of electronic components under random loadings. Mattila et al. (2008) carry out experimental tests of temperature and harmonic vibration to study the effect of different temperatures on solder joint reliability. The maximum strain on the PCB was increased with temperature rise. Cinar et al. (2011) investigated the failure mechanism of ﬁnite ball grid array (FBGA) solder joints due to harmonic excitation. They used experiments and ﬁnite element method to determine the failure of solder joint. Delmonte et al. (2013) developed a thermomechanical model to predict the fatigue life of the solder joints. He presented an approach to determine strain using CofﬁnMasson equation. Zhang et al. (2015) conducted tests in order to investigate the effect of temperature on PCB frequency and strain; moreover, he studied the reliability of solder joints under vibrating loading. In this work, a ﬁnite element model of PCB and component assembly is presented in order to investigate the effect of vibration loading. Forced vibration study was realized to determine the location of the solder joints that has the highest stress concentration under harmonic excitation.



2 Finite Element Model COMSOL Multiphysics ﬁnite element model is used to study the stress-displacement and thermal analysis of the solder balls on the Plastic Ball Grid Array (PBGA) component (Fig. 1a). The PCB is made of two layers: FR4 of 12 mm length, 1.23 mm thickness and Cooper with the same length and 0.07 mm thickness. The Component of 2 mm  0.5 mm is mounted with 0.76 mm diameter solder balls under 0.48 mm pitch and it is situated in a distance of 5 mm from each face. The boundary conditions for one of the opposite faces of PCB are set as clamped and the other face is free. The material properties of the FR4, Cooper, Solder ball and component are listed in Table 1. In this numerical simulation, the density of mesh will have an impact on the predicted results. For this reason, mesh is reﬁned in the solder ball as represented in Fig. 1b (Fig. 2).



2 mm



Component



0.5 mm



Solder ball



FR4 Layer of Cooper



PBGA (a)



(b)



Fig. 1. (a) PCB and component assembly (b) FEM mesh of the PBGA
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Table 1. Material elastic properties Material E (GPa) FR4 22 Copper 110 Solder (60Sn-40Pb) 10 Silicon 170



q (kg/m3) 1900 8960 9000 2329



m 0.28 0.35 0.4 0.28



Fixed



Fig. 2. Geometry loading conditions of the PBGA



3 Numerical Simulation The aim of this study is to investigate the dynamic response of the PCB. The harmonic excitation force (Eq. 1) is applied in the bending direction (Y) on the free edge. In a similar work (Cinar et al. 2011, 2013), it is shown that the ﬁrst natural frequency is the most destructive mode. Thus, the amplitude of displacement at the ﬁrst mode is in the range of 0.1 mm. However, it is very small and under 0.01 mm for mode 2 and 3. Forced vibration analysis was performed around the ﬁrst natural frequency and the bending harmonic excitation is given by: Fy ¼ F0 cosð2pftÞ



with



F0 ¼ 106 N/m



ð1Þ



In this study, the natural frequencies and their modes are calculated using the COMSOL FEM model described in Sect. 2. Table 2 shows the First-four modes shape of vibration, the maximum values of Von-Mises Stress. The predicted results of the von Mises stress and strain distribution in the solder balls and the component on the ﬁrst natural frequency are given in Figs. 3 and 4. Nothing that, the maximum stress is located on the corner solder ball in the surface between the solder and the PCB. Therefore, the solder ball at this location under the most stressed condition. The maximum strain is localization in both surface located between the solder-PCB and solder-component. The peak of stress (or strain) at a point A between the solder joint and the component in the frequency (f) is range of 5.4– 5.5 kHz. Figure 5 shows the y displacement at the most critical point A (Fig. 4) during the frequency range, the peak of y displacement is 0.026 mm. Figure 6 shows the Von
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A. Halouani et al. Table 2. Natural frequency, the natural modes and maximum stress



Mode



Frequency Deformed mode (kHz)



1



5.502



5.15 10



2



29.878



5.96 10



3



67.826



1.15 10



4



82.023



1.32 10



PCB



Maximum Von2 Mises Stress (N/m ) 5



5



7



7



Mises stress at the same point, the stress amplitude increases to the largest (43 MPa) when the excited frequency is equal to the eigen-frequency of the board. We can concluded that, the harmonic excitation affects the loading intensity of solder interconnects. If the excitation frequency is equal to 5.502 kHz, the solder stress and displacement increase. This may conduct to decrease the solder interconnects lifetime. Moreover, resonance may cause the failure of the solder joints.
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A



A



Fig. 3. Von-Mises stress distribution in the solder ball (N/m2)



5.502 kHz



Fig. 5. Bending displacement (Point A)



Fig. 4. Strain distribution in the solder ball (m/m)



5.502 kHz



Fig. 6. Von-Mises stress (Point A)



4 Conclusion A ﬁnite element model is developed to study the effect of harmonic vibration in the behavior of solder ball in 60Sn-40Pb (displacement, stress, strain). The forced vibration study implemented in COMSOL Multiphysics in 2D case showed that the solder joints are the most sensitive part of the PCB and component assembly. More speciﬁcally, the weakest point is the point between the PCB ant the solder ball near to the ﬁxture edge. The numerical model will be applied to develop parametric PCB and component model in order to study the reliability of solder joints.
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Abstract. This paper proposed a design technique to dampen water-hammer surges into an existing steel piping system based on replacing a short-section of the transient sensitive region of the main piping system by another one made of polymeric material. The flow behavior was described using a one dimensional unconventional water hammer model based on the Ramos formulation to account for pipe-wall deformation and unsteady friction losses. The numerical solver was performed using the ﬁxed gird Method of Characteristics. The effectiveness of the proposed design technique was assessed with regard to water-hammer up-surge scenario, using a high- or low-density polyethylene (HDPE or LDPE) for the replaced short-section. Results demonstrated that the utilized technique provided a useful tool to soften severe water-hammer surges. Additionally, the pressure surge softening was slightly more important for the case of a short-section made of LDPE polymeric material than that using an HDPE polymeric material. However, it was observed that the proposed technique induced an ampliﬁcation of the radial-strain magnitude and spread-out of the period of wave oscillations. It was also found that the amortization of pressure amplitude, and reciprocally the radial strain magnitude, was strongly dependent upon the short-section size and material. Keywords: Protective device  Water-hammer control LDPE-HDPE-pipe-wall material  Ramos model Fixed-grid method of characteristics



 Polymeric material



1 Introduction Pressurized-pipe systems are subject to water-hammer surge, or flow shocks, whether induced by setting or accidental maneuvers. Incidentally, these maneuvers may trigger a series of positive and negative surges of sharp magnitude large enough to induce undesirable effects such as excessive noise, fatigue and stretch of the pipe wall and disruption of normal control. Accordingly, water-hammer control constitutes a major concern for hydraulic researchers and designers in order to ensure a global economic efﬁciency and safety operations of pressurized-pipe systems. Although water-hammer surge cannot be © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 157–165, 2019. https://doi.org/10.1007/978-3-319-94616-0_16
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avoided completely, certain design measures are commonly taken to mitigate effectively the severe impact of these waves to a desirable extent. On the other hand, recent researches on pipe-wall materials have shown that polymeric materials, such as high- or low-density polyethylene (HDPE or LDPE), provide a signiﬁcant damping of transient pressure fluctuations during high and low pressure surge loading (Pezzinga 2002; Covas et al. 2004a, b, 2005; Brinson and Brinson 2008; Triki 2016, 2017a, b, c). Thereby, the rheological behavior of viscoelastic materials brings about a great damping of the fluid pressure fluctuations, in contrast to elastic pipes where there is no delay between the pressure rise/drop and the pipe wall expansion/contraction (Covas et al. 2004a, b, 2005). Considering the foregoing behavior of polymeric material, Massouh and Comolet (1984) examined experimentally the efﬁciency of adding a short rubber pipe in series to a main pipeline as an up-surge suppressor. The authors showed that the over pressure was signiﬁcantly damped with gradually varied oscillations and a relatively long period. Concurrently, Triki (2016, 2017a, b, c) investigated the efﬁciency of the inline/branching design strategy using (HDPE or LDPE) short section. Speciﬁcally, the author (Triki 2016) used the Ramos formulation based one-dimensional water-hammer model for numerical simulation. Results addressed only pressure-head evolutions. In order to deliver more desirable design estimates of supplement parameters such as the circumferential-stress and the radial-strain evolutions, numerical investigations are extended in this paper to illustrate the two latter parameters which are importantly embedded in the design stage of hydraulic systems. This paper is outlined into four parts: following this introduction, the onedimensional (1-D) pressurized-pipe flow model using the Ramos formulation, to describe both pipe-wall viscoelasticity and unsteady friction effects, is briefly presented. The transient flow computation is based on the Fixed Grid Method of Characteristics (FG-MOC), with speciﬁed time step. Thereafter, typical water-hammer upsurge scenarios are analyzed and discussed. Finally, summary and conclusions are drawn in Sect. 4.



2 Materials and Methods One of the simplest (1-D) pressurized-pipe flow models, characterizing unsteady frictions and pipe-wall viscoelastic behavior, is the one proposed by Ramos et al. (2004): @H a2 @Q þ 0 ¼0 @t gA @x      @Q 1 @Q @H 1 @Q þg þ g hf s þ kr1 @t þ kr2 a0 SgnðQÞ @x  ¼0 A @t @x gA



ð1Þ ð2Þ



where H is the piezometric head; Q is the flow discharge; A is the cross sectional area pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ of the pipe; g is the gravity acceleration; a0 ¼ K=q=1 þ aðD=eÞKJ0 is the wave speed; x and t are the longitudinal coordinates along the pipeline axis and the time,
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respectively; a is a dimensionless parameter that depends on the pipe cross-section and axial constraints (a ¼ 1, for thin wall elastic pipes (Wylie and Streeter 1993); D is the pipe inner diameter; e is the pipe wall thickness; K is the bulk elasticity modulus of the fluid; q is the fluid density; J0 is the elastic creep compliance; kr1 ¼ 0:003 and kr2 ¼ 0:04 are two decay coefﬁcients (Ramos et al. 2004), affecting the phase shift and the damping of the transient pressure waves, respectively. The quasi-steady head loss component per unit length, hfs , is computed for turbulent and laminar flow, respectively, as follows: hfs ¼ RQjQj and



hf s ¼



32m0 Q gD2 A



ð3Þ



where, R ¼ f =2DA is the pipe resistance; m0 is the kinematic fluid viscosity and f is the Darcy-Weisbach friction factor. On notes that the total circumferential stress r and the total radial strain e may be expressed as follows (Wylie and Streeter 1993): r¼



a0 DpD 2e



and e ¼



r E0



ð4Þ



where: p is the pressure and E0 ¼ 1=J0 is the Young modulus. The numerical solution of the initial boundary value problem governed by the momentum and continuity Eqs. (1) and (2) is typically developed using the (FG-MOC) for handling multi-pipe systems with variable wave speeds. Briefly, the corresponding compatibility equations, solved by the ﬁnite difference scheme along the set of characteristic lines, yield (Ramos et al. 2004):   aj   j j j Hi;tj  Hi1;tDt  Qi1;tDt ¼0  0j Qi;tDt  a0j Dthf j i1;tDt gs Dx j aj ¼  0j Dt Cr







Cj :



along ð5Þ



in which, Crj is the Courant number used to allow the grid points to coincide with the intersection of the characteristic curves; the upper subscript j refers to the pipe number (1  j  np) and the lower subscript i refers to the section number of the jth pipe (1  i  nsj ); nsj is the number of sections of the jth pipe and np is the number of pipes; Dt and Dx are the time and the space step increments, respectively. For the series junction of multi-pipes, constant flow rates (i.e., no flow storage at the junction) and a common hydraulic grade-line elevation (i.e., continuous) are assumed at the junction, for each time step. Accordingly, these assumptions yield: j Qj1 x¼Lj1 ;t ¼ Qx¼0;t



j1 j and Hx¼L j1 ;t ¼ Hx¼0;t



ð6Þ
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where the right hand of Eq. (6) refers to the values of the hydraulic parameters just upstream of the junction, and the left hand refers to the location just downstream of the junction.



3 Application, Results and Discussion This section aims to apply the protection technique to dampen water-hammer surges. The hydraulic system considered herein (Fig. 1), initially consists of (i.e. without implementing the protection technique) a constant head reservoir (H0 ¼ 45 m) and a main steel pipeline equipped with a free discharge valve at its outlet. The main steel pipeline speciﬁcations are illustrated in Table 1. The initial steady state flow rate is Q0 ¼ 0:58l=s. The water-hammer surge is generated by a fast and full closure of the downstream valve with a constant pressure-head condition maintained at the upstream reservoir. The boundary conditions, associated with such a scenario, may be expressed as follows: Qjx¼L ¼ 0 and



Hjx¼0 ¼ H0R ðt  0Þ



ð7Þ



Upstream reservoir
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Fig. 1. Deﬁnition sketch of the hydraulic system.



Figure 1 presents a schematic layout for the implementation of the protection technique. This technique consists in replacing a downstream short-section (i.e. at the location where the surge disturbance is initiated) of the main steel piping system by another one made of a polymeric pipe-wall material, including HDPE- or LDPE material. The short-section speciﬁcations are listed in Table 1. It is worth noting that the length of the initial steel piping system (i.e. without protection) is L ¼ 100 m; however, after modiﬁcation, this length is reduced to lmain-pipe = 95 m. One notes that the calculations of water-hammer courses were performed using an algorithm based on the FG-MOC, using a speciﬁed time step Dt ¼ 0:018 s and Courant numbers Crmainpipe ¼ 0:9709 and Crshortsection ¼ 1, corresponding to the steel main pipe and the polymeric short section.
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Table 1. Characteristics of applied pipelines Parameters Steel HDPE LDPE Length L [m] 100.0 5.0 5.0 Diameter D [m] 50.6 50.6 50.6 Young modulus [GPa] 210.0 1.43 0.643



Figure 2a, b and c displays the comparison between the piezometric head, the circumferential stress and the radial strains, respectively, versus time, computed at the downstream end (x ¼ L) predicted from water-hammer calculations into a piping system made of a steel main-pipe (i.e. system without protection), along with the corresponding results computed for the protected system composed of series junctions of a steel main-pie and HDPE or LDPE short-section. Figure 2a illustrates the pressure-head amortization effects of the ﬁrst peak along with the spread-out of the pressure-head oscillations period, in the protected system cases. Results reveal that, for the ﬁrst cycle of pressure-head oscillations, the larger steel pipe overpressure is observed for the steel main-pipe case (HMax: ¼ 82:719 m), while the corresponding value is attenuated when implementing the protection technique using ðsteel þ HDPEÞ pipe ¼ 76:758 m and HDPE and LDPE materials for the short-section (HMax: ðsteel þ LDPEÞ pipe



HMax:



¼ 69:263 m). In other words, the up-pressure attenuations obtained



steel pipe  using HDPE and LDPE short-section materials are, respectively: DH ¼ HMax: ðsteel þ HDPEÞ pipe



ðsteel þ LDPEÞ pipe



steel pipe ¼ 5:961 m and DH ¼ HMax:  HMax: ¼ 13:456 m. HMax: Consequently, the employed technique allows a signiﬁcant amortization of the ﬁrst pressure peak compared with that predicted for the same transient event initiated into the steel piping system. More precisely, this amortization is slightly more important for the case using an LDPE short-section (51:29%) than the one obtained using an HDPE short-section (23:07%). Similarly, Fig. 2b illustrates that the employed technique also allows a signiﬁcant amortization of the ﬁrst circumferential-stress peak compared with the one predicted into the non-protected system. More precisely, these amortizations are slightly more important for the case using an LDPE short-section (i.e.: 18:31% of the ﬁrst circumferential-stress peak) than those obtained using an HDPE short-section (i.e.: 58:28% of the ﬁrst circumferential-stress peak). Inversely, Fig. 2c shows that the damping effects of pressure-head and circumferential-stress peaks, discussed above, are accompanied with an ampliﬁcation of the total radial strain peaks. More precisely, for the case using a short-section made of steel þ HDPEÞ pipe HDPE, the magnitude of the ﬁrst strain peak is Deðupsurge ¼ 2:22  103 m=m. A more important amplitude is observed for the case using an LDPE short-section, steel þ LDPEÞ pipe corresponding to: Deðupsurge ¼ 3:16  103 m=m. This result may be physically explained by the viscoelastic behavior of polymeric pipe wall material which has a retarded strain, in addition to the instantaneous strain observed in elastic pipe wall pipe material. Incidentally, the corresponding amplitude was equal to Desteel upsurge ¼ 2:88 5 10 m=m, for the non-protected system case, which corresponds to the elastic radial deformation component only.
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Fig. 2. Comparison of (a) piezometric heads, (b) circumferential stresses and (c) radial strains at the downstream valve section versus time for the hydraulic system with and without implementation of the protection procedure.



In addition, based on Fig. 2a, b and c, it is remarkable to observe that the periods of the ﬁrst cycle of pressure-head oscillations, predicted for the protected system, are: ðsteel þ HDPEÞpipe ðsteel þ LDPEÞpipe T1st Cycle ¼ 1:3 s and T1st Cycle ¼ 3:73 s for the cases of short-sections made of HDPE and LDPE polymeric materials, respectively, while the corresponding period, for the piping system without protection (i.e. steel main pipeline), is equal to pipe T1steel st Cycle ¼ 0:4 s. Thus, the use of polymeric short-sections induces the spread-out of
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the period of pressure-head oscillations. Consequently, the ﬁnal subsequent steady state regime takes more time to be reached in the case of the protected system than in the case of the system without protection. The ﬁrst phase of test experiments has shown the ability of the proposed technique to soften water-hammer surge. It will be interesting to study the magnitude sensitivity of the ﬁrst maximum pressure peak to the size of the replaced polymeric short-section. So as to accurately depict this sensitivity, the maximum pressure-head peak traces at the downstream end versus time for the protected system using HDPE and LDPE polymeric materials, with the short-section length and diameter being the controlling variables, are shown in Fig. 3a and b, respectively. Speciﬁcally, the following set of diameters and lengths are performed: dðshortsectionÞ ¼ f0:025; 0:0506; 0:075 and 0:1 mg and lðshortsectionÞ ¼ f1; 2:5; 5; 7:5 and 10 mg. As expected, these graphs reveal that the variation of the short-section size affects the magnitude of the maximum peak of transient pressure oscillations. In other words, as the replaced short-section volume increases, the associated damping effect of the maximum pressure head increases. More precisely, Fig. 3a clearly illustrates that, for the length (a)
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Fig. 3. Variation of maximum piezometric heads, stresses and strains, at the downstream valve section, for the protected system with a polymeric (HDPE/LDPE) short-section: variation depending on the short-section (a) diameter and (b) length.
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values lðshortsec tionÞ ¼ 1 m and 2 m, the maximum peak decreases signiﬁcantly. However, for the length values beyond lðshortsec tionÞ  5 m, the variation of the maximum transient pressure peak is slightly affected. Similarly, analysis of Fig. 3b indicates that as the diameter of the polymeric short section increases from dðshortsec tionÞ ¼ 0:025 m to 0:0506 m, the maximum pressure peak is signiﬁcantly damped. However, this amortization is not pronounced for the diameter values beyond dðshortsec tionÞ  0:075 m. Thereby, lðshortsec tionÞ ¼ 5 m and dðshortsec tionÞ ¼ 0:075 m may be considered as the optimal values of the polymeric short section diameter and length.



4 Conclusion In summary, the present study has illustrated that the proposed protection technique is effective in softening severe water-hammer surge. It is remarkable to observe that the employed technique provides a large damping of the ﬁrst pressure peak associated with a transient initiating event. However, the foregoing behavior is accompanied with the ampliﬁcation of radial strain peaks and the spread-out of the period of wave oscillations. In addition, the pressure damping (and reciprocally, the radial-strain ampliﬁcation) is observed to be more pronounced when using an LDPE polymeric material for the replaced short sections than an HDPE material. It is also shown that other factors contributing to the damping rate of pressure head and the radial-strain ampliﬁcation depend upon the short-section size (i.e. length and diameter). On the other hand, examination of the sensitivity of the pressure peak magnitude, with the short-section length and diameter being the controlling variables, veriﬁes that signiﬁcant volumes of the short section provide important pressure surge damping and radial-strain ampliﬁcation. However, this correlation is not signiﬁcant beyond optimum diameter and length values. Overall, such a technique may greatly enhance the reliability and improve the costeffectiveness of pressurized-pipe utilities, while safeguarding operators. It is estimated that these ﬁndings are of practical importance in the design measure side for the mitigation of severe water-hammer surges.
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Abstract. This paper presents a parametric study of the microphones distribution effect in the identiﬁcation of the boundary acoustic sources acting in the acoustic cavities through the knowledge of the acoustic energy densities measurement. An energetic approach, also called the simpliﬁed energy method (MES) was developed to predict the energy densities distribution for the acoustic applications. MES can also be applied to structures to determine energy densities. This energy method can solve inverse problems in order to localize and quantify the structural and the acoustic boundary sources at medium and high frequency ranges, thanks the inverse formulation of this energetic approach (IMES). The main novelty of this paper is to study the performances of this inverse energetic approach in the quantiﬁcation and localization of the boundary acoustic sources acting in the acoustic cavities. Numerical investigation concerning 3D acoustic cavity was performed to test the validity of the presented technique using different number of acoustic sources and distance between the microphones repartition and the cavity walls. The numerical results show that the inverse simpliﬁed energy method (IMES) has an excellent performance in identifying and detecting the boundary acoustic sources at medium and high frequency ranges from the knowledge of the acoustic energy densities measurement. Keywords: Acoustic sources identiﬁcation  Inverse energetic approach Microphones reparation  Medium and high frequency



1 Introduction The identiﬁcation of acoustic sources from operating measurement has been a current topic and constitute a particular attention in the academic and industrial projects. The choice of the used tool or method depends on the frequency band of study since there are appropriate approaches for each frequency domain. © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 166–175, 2019. https://doi.org/10.1007/978-3-319-94616-0_17



Parametric Study on the Efﬁciency of an Inverse Energetic Approach



167



In the low-frequency ranges, several methods have been used such as the inverse FEM, BEM or FRF methods, since these techniques are well adapted to this frequency range (Weber et al. 2008; Drenckhan et al. 2004; Schuhmacher et al. 2003; Djamaa et al. 2007). Indeed, the low-frequency domain is a frequency range where the modal overlap is low and modal information clearly appears; therefore, in this frequency band, cavities do not require ﬁne meshing and FEM or BEM calculation costs are not too high. For higher frequency ranges, several approaches can be used. Some techniques are based on low-frequency methods such as BEM or FEM. However, these techniques require very ﬁne meshes and very high calculation costs. For example, an FEM or BEM calculation on complex cavity can take several hours or days whereas energy methods such as the statistical energy analysis (SEA) or the simpliﬁed energy method (MES) would take seconds or minutes, since this kind of method does not require ﬁne meshes. For this reason, the energy methods based on energy quantities are often used. Among these methods the simpliﬁed energy method. The direct theory formulation has been applied in various domains including beam (Ichchou et al. 2001), membrane and plates (Ichchou and Jezequel 1996) and acoustic applications (Besset et al. 2010). The IMES has been developed by Chabchoub et al. (2011) to estimate the structural force applied in a plate through the measurement of the structural density ﬁeld. This inverse method was also developed for complex structures modeled with many coupled plates to identify structural loads (Samet et al. 2017a; Samet et al. 2018a). Samet et al. (2017b) developed this inverse method for structure-acoustic interaction to identify vibration sources from acoustic measurements. Recently, the IMES method was extended to the ﬁeld of damage detection to localize the geometrical or material discontinuities presented in the structure through the knowledge of the energy density ﬁeld (Samet et al. 2018b, c). The main novelty of this paper is to study the performances of this inverse energetic approach in the identiﬁcation of acoustic sources using different numbers of sources and repartitions of microphones. This paper is structured as follow. First, the direct and the inverse formulation of the simpliﬁed energy method are presented in Sect. 2. Next, the influence of number of boundary sources and the microphones repartition are presented to studies the efﬁciency of this predictive tool to identify the acoustic sources in Sect. 3.



2 Inverse Energetic Approach: IMES 2.1



Direct Formulation



The inverse simpliﬁed energy method (IMES) is a vibro-acoustic approach developed to identify the structural and acoustic sources at medium and high frequencies (Chabchoub et al. 2011, Samet et al. 2017a, Samet et al. 2017b, Samet et al. 2018a). This approach based on the description of two local energy quantities: the ﬁrst is the total energy density W deﬁned as a sum of the potential energy density and the kinetic ! energy density, the second energy quantity I presents the energy flow inside the system.
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The inverse formulation of MES method used the non-correlation of the propagating waves assumption. The derivation this method is done considering the ndimensional (nD) space. So, for the case of acoustic cavity, the following equation will be considered with 3-dimensional (3D) space. Considering symmetrical waves correspond to the propagating ﬁelds from a point source s in (3D) space. These ﬁelds depend only on the distance r between the source s and the measurement point m. The energy balance can then be written as follows: 1 @ n1 ! ðr I Þ þ gxW ! n ¼0 r n1 @r



ð1Þ



Considering only W, this equation can be as follows: 1 @ n1 ðr WÞ þ g2 x2 W ! n ¼0 r n1 @r



ð2Þ



The solutions of this equation in terms of energy density and active intensity are ! expressed by G and H respectively: GðrÞ ¼



1 egxr ! 1 egxr ! ; H ðrÞ ¼ ur n1 c0 c r c0 r n1



ð3Þ



where c0 is the solid angle of the considered space (4p for 3D space), r is the distance between the source sand the measurement point m and ! ur is the unit vector from m to s. The total acoustic energy ﬁeld is constructed by the superposition of a direct ﬁeld Pinj (primary source) coming from the input power in the system surface X and a reverberant ﬁeld r (secondary sources) coming from the ﬁctitious sources localized in the system boundaries @X, as shown in Fig. 1.



Fig. 1. Source description.



Z WðmÞ ¼



Z Pinj ðsÞGðs; mÞdX þ



X



@X



!:! rðpÞGðp; mÞu r n dX



ð4Þ
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Finally, W can be expressed thanks an operator K. ðWÞ ¼ KðPinj ; rÞ



ð5Þ



Thus, the matrix formulation of Eq. (4) can be written as follows:   fW g ¼ ½S: Pinj



ð6Þ



where fW g is the acoustic energy density ﬁeld and ½S is a (Ne, Nm) matrix sensitivity operators. Let us recall that Ne is the number of sources and Nm is the number of microphones. 2.2



Inverse Formulation



The inverse simpliﬁed energy method will be presented in this section. The boundary acoustic sources will be detected thanks to measurements made on the system. Thus, the MES Eq. (6) is discretized to provide the following matrix: 9 2 8 S11 > = < W1 > 6 .. .. . >¼4 . > ; : W Nm S Nm 1



3 8 inj 9    S1Ne > = < P1 > .. 7 : .. .. 5 . . . > ; : inj >    S Nm Ne PNe



ð7Þ



The IMES aim to invert Eq. (7). The boundary acoustic sources can then be identiﬁed through the knowledge of a set energy densities within the cavity. Then, the IMES formulation is expressed as follows: 



 Pinj ¼ ½S þ : fW g



ð8Þ



where + is the pseudo-inverse. Let us recall that we only deal with boundary acoustic sources because our parametric studies focus on the effectiveness of this inverse method to detect the external excitations in cavities like aircraft cabinsor other industries, such as the automotive, etc.



3 Results and Discussion This section deals with numerical tests for different reparations of microphones in order to study the performance of the IMES technique to identify the boundary acoustic sources. 3.1



Geometry System and Boundary Conditions



In this section, we consider an acoustic cavity with absorbent boundary. Figure 2 present the geometry of the cavity. Two boundary acoustic sources located in the wall of cavity with coordinates: source 1 (X = −0.3082 m, Y = 1.225 m, Z = 0.8815 m) and sources 2 (X = 0.9082 m, Y = 0.5 m, Z = 0.5733 m), and respectively injecting an
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input power of 3 and 2 W/m−2. The cavity absorption is assumed to be uniform of a = 0.075. The displayed results were computed in an octave band with a frequency center fc = 2000 Hz, where the modal overlap is quite high, and the use of energy quantities is essential.



Fig. 2. Geometry of acoustic cavity.



The numerical methodology presented in Fig. 3 consists on discretizing the walls of cavity on Ne number of facets and we consider each facet as an acoustic source. After that, a Nm number of microphones are distributed in the cavity to predict the acoustic density energy. Finally, the inverse approach is applied to identify acoustic sources.



Fig. 3. Flow chart of numerical methodology.



3.2



Influence of the Number of Facets



In this section, the effect of the number of facets Ne is presented in order to study the performance of the IMES approach in the identiﬁcation of boundary sound sources. The measurement grid is composed in Nm = 143 microphones located at a distance
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E = 0.05 m from the walls of cavity, which implies that 572 energy quantities are measured. Figure 4 shows the repartition of microphones on cavity walls.



Fig. 4. Microphones repartition (■ measurement grid).



After that, the walls of cavity are discretized in Ne different number of facets in order to study the influence of this parameter in the identiﬁcation of sound sources. The cavity walls are discretized in the ﬁrst example into coarse facets Ne = 300 and in the second example into ﬁne facets Ne = 1350. Figure 5 presents the distribution of the estimated power in the walls cavity. It is clear that two boundary sound sources are well quantiﬁed and in addition when the number of facets increase the acoustic sources are well located.



(a) Ne=300



(b) Ne=1350



Fig. 5. Identiﬁcation of boundary acoustic sources for different number of facets Ne.



Figure 6 present the estimated power recalculated in each facet. For the ﬁrst example, the injected powers are well identiﬁed, on the other hand two other powers (parasites) are detected which perturb the estimation of the injected powers.
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Contrariwise, in the second example when the facets number increase the parasites are decreased. Therefore, it is preferable that the facets are ﬁnes for well localize the injected sound sources. Then, this test shows that more the number of facets is important more the parasites and the calculation errors are reduced.



(a) Ne=300



(b) Ne=1350



Fig. 6. Injected power recalculated for different number of facets Ne.



In the next section, the distance between the cavity walls and microphones repartition will be changed in order to study the influence of this parameter in the identiﬁcation of acoustic sources. 3.3



Influence of Distance Between the Microphones Repartition and Cavity Walls



For this test, the results found by the president test are used to study the influence of the distance E between the microphones and the cavity walls on the performance of the IMES method. As before, the cavity walls are discretized into Ne = 1350 facets, and the microphones are simulated in Nm = 143. Two simulation tests were performed; the ﬁrst one with distance E1 = 0.05 m and the second one with distance E2 = 0.1 m, as shown in Fig. 7. Figure 8 shows the distribution of the estimated power in the cavity walls. It is clear that two boundary sound sources are well quantiﬁed and located for E1 = 0.05 m. On the other hand, for E2 = 0.1 m parasites are detected around the ﬁrst acoustic source. For more clarity, Fig. 9 present the estimated power recalculated in each facet. It can be observed that for E2= 0.1 m the parasites are clearly appearing around the source 1 more than for E1= 0.05 m. The errors of the estimated power are summarized in Table 1. It clear that the amount of source information decreases as the microphones are more distant from the cavity walls. Therefore, it is preferable that the distances between cavity walls and measurement points are as short as possible. Then, this test shows that more the distance is short more the parasites and the calculation errors are reduced.
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(a) E1= 0.05m



(b)E2= 0.1m



Fig. 7. Microphones repartition for the two distances.



(a) E1 = 0.05 m



(b) E2= 0.1 m



Fig. 8. Identiﬁcation of boundary acoustic sources.



(a) E1= 0.05m



(b) E2= 0.1m



Fig. 9. Injected power recalculated for different distance E.
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Exact injected Estimated power (W.m−2) (W.m−2) Source 1 Source 2 Source 1 3 1.92 E1 = 0.05 m 2 E2 = 0.1 m 2 3 1.371



power



Error (%)



Source 2 Source 1 Source 2 2.989 4 0.3 2.992 31 0.26



4 Conclusion The objective of this paper was to study the performance of the inverse simpliﬁed energy method to detect the boundary acoustic sources acting in acoustic cavities. Several numerical test cases involving different numbers of sources and position of microphones were considered. This parametric study conﬁrms the efﬁciency of this inverse method to identify the boundary acoustic sources. In the future works, an approach should be developed to optimize the distribution of vibro-acoustic absorbers and to treat the effect of acoustic sources already identiﬁed by the IMES. In other words, the efﬁciency of the absorber distribution is currently being investigated.
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Abstract. Experimentally, errors on measurement points’ coordinates, among others, could affect identiﬁcation results. These errors can be committed by engineer or result from measuring tools and conditions. Resulting coordinates’ variability is modeled in this work by uncertainties and is included into an experiment-based identiﬁcation process to identify, in a wave propagation framework, the wavenumber and the wave attenuation of a honeycomb sandwich beam. The proposed process combines a Variant of the Inhomogeneous Wave Correlation (V-IWC) method and a sample-based uncertainty propagation method: the Latin Hypercube Sampling. Vibratory ﬁelds, which are used as inputs of the identiﬁcation process, are computed experimentally. Both deterministic and statistical investigations of identiﬁed wavenumber and damping are performed. Results prove the efﬁciency of the proposed V-IWC method on wide frequency ranges and the robustness of identiﬁcation against uncertainties. Moreover, if some measured vibratory ﬁelds do not match associated measurement points’ coordinates, no damping sensitivity to such uncertainty is detected. Keywords: Damping  Wavenumber  Identiﬁcation Inhomogeneous Wave Correlation  Honeycomb sandwich beam Uncertainties



1 Introduction Damping modeling and identiﬁcation is obviously necessary when designing structures. Such phenomenon, on which vibration problems are directly dependent, forms an ever growing emphasis in vibroacoustic applications. Complexity of damping identiﬁcation is ampliﬁed if more complex structural properties’ extraction, such as that of © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 176–185, 2019. https://doi.org/10.1007/978-3-319-94616-0_18
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composite materials, occurs. Honeycomb sandwich structures have been increasingly used in several engineering ﬁelds. Their integration is due to high strength-to-weight ratios, interesting mechanical and material properties and high energy dissipation. In the literature, modal-based identiﬁcation approaches are frequently used at low frequencies. Nevertheless, their use becomes of limited interest in mid and high frequencies where great modal density exists. Wave propagation offers an interesting alternative framework which is based on the wavenumber space (k-space). K-spacebased approaches allow efﬁcient identiﬁcation on wide frequency ranges. The McDaniel method (McDaniel et al. 2000) is one of the most frequently used approaches in the literature. It consists on adjusting iteratively the wavenumber and the damping, for each frequency, considering those of neighboring frequencies as initial estimates. The applications of the method in the literature include both 1D and 2D identiﬁcation problems. It was used, for instance, in (McDaniel and Shepard 2000) to identify the damping of a freely suspended beam which was excited by an arbitrary transient load. An accurate estimation of the damping loss factor was allowed at any frequency. However modal-based methods, such as half-power point method, permitted to estimate the damping loss factor only near resonance frequencies. The McDaniel method was later extended by Ferguson et al. (2002) to 2D identiﬁcation problems. A combination of Continuous Fourier Transform and least square minimization allowed identifying a single dominant homogeneous wave when using a windowed ﬁeld far away from the near-ﬁeld sources which would otherwise create disturbances. A second interesting k-space-based approach is the Inhomogeneous Wave Correlation (IWC). It consists on correlating the vibratory ﬁeld with an inhomogeneous wave. A frequency and direction-dependent dispersion equation is hence obtained from a space vibratory ﬁeld. The IWC method applications in the literature include both isotropic, anisotropic, 1D and 2D problems (Berthaut et al. 2005; Ichchou et al. 2008b). With special emphasis on composite structures, the IWC method efﬁciency was illustrated by Ichchou et al. (2008a) and Inquiété (2008) in mid and high frequency ranges. An experiment-based IWC method was used by Chronopoulos et al. (2013) for composite panel identiﬁcation. Vibratory data was measured experimentally and results were compared to the Wave Finite Element Method estimations. Moreover, both experiment-based and numerical-based IWC methods were used by Cherif et al. (2015) to identify orthotropic honeycomb panels’ damping. Hence, either experimental or numerical vibratory data were used, respectively. A numerical-based IWC method was recently applied by Lajili et al. (2017) to identify propagation parameters of a honeycomb sandwich beam and compared to experiment-based estimations. The above cited works, among others, illustrated the efﬁciency of the IWC method on mid-high frequencies and highlighted its limits at low frequencies, when low modal overlaps occur, especially for damping estimates. To overcome inaccurate identiﬁcation at low frequencies, several improved forms of the IWC method have been, recently, proposed. Van Belle et al. (2017) proposed an extended form of the IWC method which takes into account the experimental excitation location when expressing the correlated inhomogeneous wave. Roozen et al. (2017) proposed to use only half of the measurement data in the IWC, either to the left or to the right of the excitation position. Disturbing influence of the measurement data occurs on the left of the excitation point when ﬁtting the right running waves, and vice versa. The proposed method was compared to the
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Prony method and the spatial Fourier approach. In the same context, the main purpose of this work is to propose a Variant of the IWC method (V-IWC). Its principle is to correlate experimentally the measured vibratory ﬁelds with a sum of inhomogeneous forward and backward propagating waves. The constructed experiment-based identiﬁcation process is used to identify the wavenumber and the wave attenuation (spatial damping), compared to the McDaniel method, which is considered as reference. Experimentally, identiﬁcation complexity does not depend only on considered frequency band and structural properties but also on experiments reliability. Errors which could be committed by engineer or could result from measuring tools and conditions should have great effects on identiﬁcation accuracy. One of the influential error types is that affecting measurement points’ coordinates. Indeed, if some vibratory ﬁelds do not match associated measurement points’ coordinates, what effect could one obtain on estimates? For more realistic modeling, errors on measurement points’ coordinates are here supposed to vary randomly and are thus modeled by parametric uncertainties. To investigate the impact of uncertainties on identiﬁcation, uncertainty propagation is performed. Statistical investigations could be allowed by sample-based methods. The Monte Carlo Simulations (MCS) (Fishman 1996; Rubinstein and Kroese, 2008) and the Latin Hypercube Sampling (LHS) method (McKay et al. 1979; Helton and Davis 2003) are the most frequently used. Both methods are based on a succession of deterministic evaluations corresponding to a set of realizations of random variables and allow accurate results through simple implementations. The LHS method permits to reduce the prohibitive computational time required by the MCS without a signiﬁcant loss of accuracy, by partitioning the variability space into regions of equal probability and selecting one sampling point in each region. In the context of structural identiﬁcation, the LHS method has been recently combined by Lajili et al. (2018) with the standard IWC method to identify propagation parameters of an isotropic beam through an analytical-numerical model. The main purpose of the present paper is to construct an identiﬁcation process which combines the LHS method with the V-IWC method in order to identify the wavenumber and the damping of a honeycomb sandwich beam. The proposed identiﬁcation process is then compared to other processes combining the LHS method with either McDaniel method or standard IWC method to evaluate the efﬁciency of its estimates and their robustness against uncertainties.



2 Theoretical Backgrounds 2.1



McDaniel Method



The McDaniel method (McDaniel et al. 2000; McDaniel and Shepard 2000) consists on iteratively adjusting, for each frequency, the wavenumber to approximate accurately the response. Wavenumbers of neighboring frequencies are considered as initial estimations. It considers a harmonic displacement ﬁeld which depends on space coordinates u ¼ < Pf ðGðm; XÞ  0Þ  Pf 15 mm  mr  25 mm > : 5 mm  mh  15 mm



ð2Þ
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With Gðm; XÞ is the limit state function of random variables X, Pf is the probability of failure and Pallowed is the maximum allowed probability of the structure. Pf is written as f follows: Z Pf ðmÞ ¼ Pf ðGðm; XÞ  0Þ ¼



f ðXÞdX



ð3Þ



Gðm;XÞ



Where f ðXÞ is the joint probability density function of X. Pf ðmÞ and Pallowed can be f expressed using the FORM of the RIA using the following forms: 



Pf ðmÞ  f ðbðmÞÞ Pallowed  f ðbtarget Þ f



ð4Þ



Where /ð:Þ is the standard normal cumulative distribution function, bðmÞ is the reliability index of the problem and btarget represents the target reliability index of the problem. As a result, the use of the previous relations to describe the probabilistic constraint leads to the equation: Minimize : f ðmÞ subject to : 8 target  bðmÞ > : 5 mm  mh  15 mm



ð5Þ



In order to measure the reliability index bðmÞ, the original random vector X (physical space) is transformed into a standard Gaussian vector U (standard space). First, we introduce the vectors x and u which are the realizations of the random vectors X and U. Consequently, the transformation between the two spaces is expressed as follows: u ¼ Tðm; xÞ



or



x ¼ T 1 ðm; uÞ



ð6Þ



The limit state function is presented as follows: Gðm; XÞ ¼ Gðm; T 1 ðm; UÞÞ ¼ gðm; UÞ



ð7Þ



With gðm; UÞ represents the limit state function in the standard space. Then, the reliability index bðmÞ can be obtained through the resolution of the following optimization problem in the U space: 8 < For a given m : minimzekuk ð8Þ : subject to : gðm; uÞ  0
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With the solution of the optimization u ðmÞ represents the Most Probable Failure Point (MPP) and the reliability index bðmÞ ¼ ku ðmÞk represents the distance of the origin between the MPP and the origin of the standard space. In its classical form, the RBDO consists in two optimization problems: structural optimization and reliability analysis. The solving of classical RBDO problem by any sequential approximation leads to: For k ¼ 1; ::; niteration minimize f ðmk Þ subject to : 8 target  bðmk Þ > : 5 mm  mkh  15 mm



ð9Þ



With niteration is the required number of iterations to solve the RBDO problem. Such a method gives high computational time. A methodology consists in the coupling of PSO method and the safety factors derived from KKT optimally condition is used. This method eliminates the requirement of reliability analysis. Thus, it is suitable for the optimization of shape memory alloy materials.



3 Proposed RBDO Methodology and Its Coupling with Global Optimization Algorithms The aim of this section is to couple reliability analysis with global optimization algorithms in order to calculate the RBDO of shape memory alloy plate, a new RBDO methodology that differs from the one described in Sect. 2 is given here. The main purpose is to estimate the Most Probable Point (MPP) of an optimal design (approximate u or x of moptimal ) obtained with any global optimization algorithm. Then, to calculate the safety factors Sf applied to such points in order to obtain the ﬁnal design mreliable that guarantees the target reliability level of the structure. Such a methodology is described in the following. We deduce the safety factors from the KKT optimality conditions of the RIA which is written as follows (Lopez et al. 2011): 8 ru ðku ðmÞk þ kru gðm; u ðmÞÞ ¼ 0 > > < kgðm; u ðmÞÞ ¼ 0 k0 > > : gðm; u ðmÞÞ  0



ð10Þ



where k is the Lagrange multiplier allowing to take into account of the restriction gðm; u ðmÞÞ  0. Then, Eq. (3) can be written as:
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(



u ðmÞ ku ðmÞk







ru gðm;u ðmÞÞ ¼ kr  u gðm;u ðmÞÞk gðm; u ðmÞÞ ¼ 0



ð11Þ



The gradient of the constraint can be written in the physical space as mentioned in the equation: ru gðm; u ðmÞÞ ¼ ðrm xÞT ðrx Gðm; x ðmÞÞÞ



ð12Þ



With rm x represents the jacobian of the transformation between the two space. To calculate the RBDO of a given structure, The target reliability level must be attained. For that reason, the optimum has to verify:   reliable  u ðm Þ ¼ btarget



ð13Þ



Then, we substitute the Eq. (13) into the Eq. (12): ðrm xÞT ðrx Gðmreliable ; x ðmreliable ÞÞÞ  u ðmreliable Þ ¼ btarget  ðrm xÞT ðrx Gðmreliable ; x ðmreliable ÞÞÞ



ð14Þ



In this paper, the random design variables of the problem are Gaussian. The transformation from the physical space to normal one is written as follows: ui ¼



xi  mi si



ð15Þ



With si is the standard deviation of the i-th random variable. Considering that xi is related to mi using the following equation: mi ¼ Sfi :xi



ð16Þ



Substituting the Eqs. (16) and (15) into equation gives (14): Sfi ¼ 1 þ b



target



  ðrm xÞT ðrx Gðmreliable ; x ðmreliable ÞÞÞ i   xi ðmreliable Þ ðrm xÞT ðrx Gðmreliable ; x ðmreliable ÞÞÞ si



ð17Þ



With Sfi is the safety factor of the i-th design variable (i = 1, …, Np) with Np is the number of design variables.



4 Results and Discussions The numerical performance of classical RBDO method and the proposed one are studied through two examples: (1) mathematical problem of short column design and (2) shape memory alloy plate. For this benchmark, the RBDO methods was implemented in MATLAB environment. For the ﬁnite element analysis, ANSYS software was used.
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Short Column Design



A short column, having a rectangular cross section with dimensions B and H, is optimized in order to minimize its cross section. The column is subjected to bending moments M1 ¼ 250 kNm, M2 ¼ 125 kNm and axial force F ¼ 2500 kN. A limit state function is written in terms of the design vector d = (B, H): GðdÞ ¼ 1 



4M1 4M2 F2   2 2 BH Y HB Y ðBHYÞ2



ð20Þ



Where Y ¼ 40 MPa is the yield stress of the column material. In this problem, uncertainties in the dimensions B and H of the column are considered. The variables have normal distributions with standard deviations of 0.03 m. The RBDO problem may be stated as follows (Lopez et al. 2011). Minimize f ðmÞ ¼ B:H subject to : 8 allowed > < PrðGðm; xÞ  0Þ  Pf 0B > : 0:5  HB  2



ð21Þ



The RBDO of the column was studied by three different methods: the proposed method, RIA as well as PMA. The target reliability index btarget of structure is equal to 3. The proposed strategy based on safety factors requires only a few more evaluations after the deterministic optimization. Classical RBDO performs complete optimization many times. The computational time (TC) is used in order to compare the proposed method as well as RIA and PMA. We notice that the results obtained by RIA and PMA were the same. Besides, the ﬁnal area was smaller than that achieved by the proposed method. We can conclude that although the deterministic optimization performed in the proposed method obtained a smaller area than the one calculated by PMM of RBDO RIA or PMA. When we apply the safety factors, the ﬁnal result was higher than safe design calculated by RIA or PMA. Because of the use of ﬁnite element analysis for the calculation of ﬁnite state function, the computational time reduction is very signiﬁcant. In the next section, shape memory alloy (SMA) RBDO problem is solved to demonstrate the effectiveness of the proposed methodology (Table 2).



Table 2. RBDO results of short column design b¼3



Safety factor B H 0.2543 0.5065 x 0.3201 0.5723 mreliable Area (m2) 0.1832 TC (s) 1.0825



RBDO B 0.3056 0.3765 0.1808 2.0123



RIA H 0.4249 0.4803



RBDO B 0.3057 0.3765 0.1808 2.9359



PMA H 0.4247 0.4803
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Shape Memory Alloy Plate



Stress(MPa)



The numerical results described in Sect. 2 are presented in this section. First, let us consider a strain driven uniaxial traction compression tensile test. The material parameters presented in Table 1 are considered in the following example. The SMA is characterized by two solid phases: the austenic phase (A) which is stable at high temperature (T > Af) (austenite ﬁnish transformation temperature) and the martensitic phase (M) which is stable at low temperature (T < Mf) (martensite ﬁnish transformation temperature). Besides, the martensite can be divided into two conﬁgurations: (i) the stress free martensite which is formed by a twinned multivariant crystallographic structure and (ii) the stress induced martensite which is formed by a detwinned crystallographic structure with a single variant (S). Figure 2 shows a hysteresis loop. In fact, the curve can be divided to ﬁve parts: (1) Elastic deformation of the austenite, (2) the transformation from the austenite to single variant martensite (upper plateau), (3) Elastic deformation of the single variant martensite, (4) elastic strain recovery, (5) the transformation from single variant martensite to the austenite (lower plateau).
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Strain(%) Fig. 2. Pseudo-elastic effect of the SMA plate



Figure 3 shows the corresponding stress strain curves at three distinct temperatures. Hysteresis loops for both traction and compression are presented. We can notice that the raise of the temperature increases the distance between the loop. A convergence study leads to a mesh with 27 elements and 108 nodes. Stresses are evaluated on Gaussian integration points. The optimization problem was solved using the PSO algorithm. The Von Mises stress is used for the evaluation of the limit state function G (h, r) starting from an initial design (h, r) = (25, 5). A Sequential Quadratic Programming (SQP) optimization algorithm leads to an optimal conception ðh ; r  Þ ¼ ð24:014; 9:8Þ. The reliability study has been performed with a target reliability index equal to 3. All the ﬁnal designs are presented in Table 3.
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Fig. 3. Effect of temperature in the hysteresis loop Table 3. RBDO results of SMA plate Distribution Design variables Objective function (mm3) Constraint (MPa)



r (mm) h (mm) V rmax



Normal Normal



Design point 20 10 96,858 219.29



Safety factor 1.2007 0.98



Optimal point 24.014 9.8 93,561 218.86



5 Conclusion In this work, the optimization of shape memory alloy was performed taking into account uncertainties. Safety factors based on KKT method were proposed as RBDO methodology. The optimization tools of the PSO method were applied owing to their ability to handle global optimization problems. The proposed safety factors based on RBDO methodology was employed and validated in the optimization of shape memory alloy. Even if the mechanical model used in this paper is simple, the RBDO methodology can be extended to complex one. To overcome such limitations, further research has to be done.
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Abstract. Conventional Shot-Peening is one of the popular surface enhancement processes. It consists on projecting small shots at the surfaces of the metallic components. Ultrasonic Shot-Peening is based on the same principle. The differences between both mechanisms were: the size of shot (from 0, 25 and 1 mm for Conventional Shot-Peening, and 1 to 8 mm for Ultrasonic ShotPeening) and the velocity (from 20 to 150 m/s for Conventional Shot-Peening, and 3 to 20 m/s for Ultrasonic Shot-Peening). Another difference is the mechanism used for projecting the shots. In Ultrasonic Shot-Peening process the shots, conﬁned in a closed chamber, are projected by sonotrode vibration on the treated specimen that is ﬁxed on the top of this chamber. So, during the Ultrasonic Shot-Peening, the shots can be recovered after the treatment. In this paper, we propose three dimensional ﬁnite element model of Ultrasonic ShotPeening which enable predicting the residual Stresses generated by this process on a semi-inﬁnite target after a repetitive impacts. Moreover, this model is used to evaluate the residual stresses relaxation in AISI 316L target under cyclic tensile loading. The numerical results are validated by comparing the residual stress proﬁle induced by the numerical model with the experimental ﬁndings. Keywords: Ultrasonic shot peening Number of impacts  Relaxation



 Compressive residual stresses



1 Introduction During the last decade, a signiﬁcant progress has contributed to the development of cold surface treatments used to improve mechanical properties of treated materials. Recently, new mechanisms of peening processes have been performed to generate Compressive Residual Stress (CRS) at surface, for instance Ultrasonic Shot Peening (USP), Water Jet-Peening (WJP), Ultrasonic Impact Treatment (UIT) and Surface Mechanical Attrition Treatment (SMAT). In this study we have focused on the USP mechanism which allows enhancing the fatigue performance of treated parts. USP consists of impacting the surface of the specimen by spherical hard shots, by the use of sonotrode vibration. It has the advantage to introduce deeper CRS and lower © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 257–265, 2019. https://doi.org/10.1007/978-3-319-94616-0_26
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roughness, compared to conventional shot peening (CSP) treatment. As the CRS present the key parameter of improving the fatigue behaviour of peened parts, the majority of numerical studies related to USP have been focused upon prediction the CRS proﬁles. In this context, Chaise et al. (2012) performed a speciﬁc USP pattern to compute CRS after normal impacts. Rousseau et al. (2015) examined the effect of shots’ number in the USP process, proving that an increase in the shots quantity leads to a signiﬁcant concentration of the CRS into the peened target. Unfortunately, the CRS ﬁelds may relax due to subsequent mechanical cyclic loading. Whereas, these relaxed CRS could stabilize after few numbers of cycles. Hence, so as to predict correctly the fatigue strength of peened components it is crucial to take into account these stabilize residual stresses (RS). Experimental analyses prove that RS relaxation is affected by different factors which are: the amplitude, the type, and the number of applied cycles of the cyclic loading (Dalaei et al. 2011; Zaroog et al. 2011). In this present work, a three dimensional (3D) ﬁnite element (FE) pattern is proposed to simulate the USP process. This model accounts the relevant parameters of peening process, the cyclic elastic-plastic law coupled with superﬁcial damage well as the surface contact conditions. This model is utilized to evaluate the RS distribution induced by USP after repetitive impacts for different velocities of impact. Thereby, we propose to predict the change of the RS relaxation due to mechanical cyclic loading.



2 Ultrasonic Shot Peening Finite Element Model In order to predict the RS after USP, a three-dimensional model is carried out using ABAQUS/Explicit code. The USP ﬁnite element model is composed of elastic-plastic shots which impact the surface of the semi-inﬁnite target with impingement angle 90°. The target used in this study is modeled as a rectangle 5 mm  5 mm  15 mm. It is meshed using hexagonal elements with reduced integration elements (C3D8R). To improve the precision of the numerical results, a reﬁner mesh is used in the Central area of the peened-target. For the BC, the bottom surface of the part is fully ﬁxed. A coefﬁcient of friction is introduced to deﬁne the contact between the uniform spherical shots and the surface of the target. A reference area (Fig. 1a) chosen in this work is deﬁned by taking the equilateral triangle formed by the centers of three successive shots. This area is considered instead of the whole surface in order to reduce the number of used shots. The peening coverage rate T can be determined as the ratio between the affected surfaces (impacted by shots) over the full representative area (surface of the equilateral triangle). Therefore, the coverage rate T can be expressed as follows:   2p a 2 T ¼ pﬃﬃﬃ 3 d



ð1Þ



Where T is the coverage rate, a* is the radius of indentation resulted from a monoimpact and d deﬁnes the distance between two adjacent shots. This radius a* can be determined numerically after the ﬁrst impact as shown Fig. 1b.
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Fig. 1. (a) The reference area (b) the indentation created by a single shot impact



In this present study, the coverage is adjusted by deﬁning the distance between the three shots in the triangular pattern. Indeed, with the ﬁrst 3 impacts we can achieve the percentage of the desired coverage; and when we promote the number of impacts, the surface coverage rate will automatically increase. Hence, the full coverage (100%) is reached by the 3 ﬁrst impacts while 6 and 9 impacts deﬁne respectively the 200% and 300% of the surface coverage rate. An elasto-plastic material constitutive law with nonlinear kinematic and isotropic hardening of Lemaitre and Chaboche (2002) is used in this simulation.



3 Relaxation of Residual Stresses The enhancement the fatigue behavior of ultrasonic-peened part is linked, principally, to the generation of CRS ﬁeld into the treated part. However, these CRS may decrease signiﬁcantly due to mechanical cyclic loading. This relaxation is generally linked to the accumulation of a plastic-strain with subsequent cyclic loading. This relaxed CRS has a signiﬁcant influence on the fatigue performance of the ultrasonic-peened parts. Indeed, investigating the fatigue behaviour without considering the residual stresses relaxation results in unreliable results. Therefore, we devote a great attention in the present study to the effect of cyclic loading on the redistribution of residual stress. The obtained results are devised into three different steps concerned with: (i) Change of residual stresses proﬁles during cyclic tensile loading using a load ratio Rr ¼ 1 (ii) Effect of number of applied cycles (iii) Effect of the amplitude of cyclic loading.
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4 Application The present application is performed on the AISI 316L material which is considered as an elasto-plastic material with nonlinear kinematic and isotropic hardening. The mechanical properties of the studied AISI 316L material are: E ¼ 196 GPa, ry ¼ 220 MPa, m ¼ 0:29, C = 30000 MPa, c ¼ 60, Q = 150 MPa and b ¼ 1 (Laamouri et al. 2013). We propose to evaluate the influence of the number of impacts (i.e. 3, 6, and 12 impacts) for two velocities (4 m/s and 8 m/s) on the residual stresses proﬁles induce by USP process. In this present study, the diameter D of shots is ﬁxed at 4 mm. As mentioned above; the indentation radius a* is calculated numerically after the ﬁrst indentation of a single shot. Thereafter, it is introduced as an input value to this Eq. 1, so as to determine the distance d between two shots ensuring a surface coverage equal to 100%. In this present simulations, the values of a* are evaluated for two cases: (i) for the case of the impact velocity 8 m/s, the indentation radius a* is equal to 0.325 mm and the distance d is ﬁxed at 0.619 mm (ii) for the case of velocity 4 m/s, the radius a* is equal to 0.21 mm and the distance d adopted to achieve a 100% of the coverage is equal to 0.41 mm. The present approach is performed for purely cyclic tension loading with a load ratio of R = −1. The applied cyclic stress tensor below the target is given as follows: 0



raxx ðzÞ sinðxtÞ 0 rapp ðt; zÞ ¼ @ 0



0 0 0



1 0 0A 0



ð2Þ



where raxx is the amplitude of the alternate stress within the x-direction. In this study raxx ¼ 350 MPa. As the RS values in the Z-direction are negligible compared to those obtained in X and Y directions, the biaxial RS tensor are given is: 0



rRxx ðzÞ rR ðzÞ ¼ @ 0 0



4.1



1 0 0 rRyy ðzÞ 0 A 0 0



ð3Þ



Validation of the USP Finite Element Model



The precision of the numerical USP model is validated by using the same ultrasonicpeening conditions adopted by Li (2011) in his experimental investigations: (i) 100 Cr6 steel shots with 4 mm of diameter and a velocity of impact equal to 4 m/s (iii) angle of impact 90°, and (vi) 100% of surface coverage rate. Figure 2 demonstrates a good harmony between the numerical and investigated X-ray CRS proﬁles induced by the USP especially for the outer layers. While for deeper layers, a gap between the RS predicted and the experimental analysis is noted. This little deviation is due to the uncertainties of the X-ray diffraction measurements in inner depths.
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Fig. 2. Predicted and the analyzed X-ray CRS proﬁles of ultrasonic shot-peened AISI 316 L part



5 Results and Discussion 5.1



Prediction of RS Proﬁles Before and After Relaxation



Figures 3 and 4 depict the proﬁles of RS reached for three ultrasonic peening conditions (i.e. 3, 6, and 12 impacts) using two velocities of impact 4 ms−1 and 8 ms−1. These ﬁgures, obtained before relaxation, reveal that: For 4 ms−1 (Fig. 3), raising the number of impacts from 3 to 12 impacts changes the CRS at the surface from −180 MPa to −390 MPa. In addition, the maximum of CRS goes down signiﬁcantly proving the beneﬁcial effect of promoting the impact number. Moreover, Fig. 3 illustrates that varying the number of impacts results in a deeper thickness of the CRS layers. However, for 8 ms−1 (Fig. 4), the RS value at the surface goes up from −285 MPa (for 3 impacts) to −160 MPa (for 12 impacts). Hence, this ﬁgure demonstrates that, for this case of high velocity, increasing the number of impacts (equivalent to coverage rate) has a negative effect on the RS distribution which can affect the fatigue performance of the treated component. In order to predict the stabilized RS proﬁles, the pre-stressed peened target is submitted to a purely alternate (R = −1) cyclic tensile loading with an amplitude raxx ¼ 350 MPa. The obtained results (Fig. 5) show that, for a high velocity (8 ms−1), this cyclic mechanical loading results in a signiﬁcant redistribution and evolution of the RS ﬁeld. It can be noted that the relaxation causes a reduction of the induced CRS. In fact, the CRS at the surface are converted to tensile stresses after relaxation (i.e. the RS = +100 MPa for 12 impacts). Thus, this relaxation can affect the beneﬁcial effects of the induced CRS which can lead to relevant degradation in the fatigue performance of peened parts.
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Fig. 3. Residual stress induced on the treated AISI 316L after repetitive impacts for a low velocity of impact (V = 4 m/s)
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Fig. 4. Residual stress on the treated AISI 316L after repetitive impacts for a high velocity of impact (V = 8 m/s)
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Fig. 5. Residual stress on the treated AISI 316L after repetitive impacts for a high velocity of impact (V = 8 m/s)



5.2



Effect of the Number and the Amplitude of Applied Cycles



Figure 6 depicts the influence of the applied cycles on the RS distribution. It proves that the most signiﬁcant changes in the RS ﬁelds are achieved after the ﬁrst appliedcycle, while the quasi-stabilized RS curves are obtained after few cycles (*25 cycles). 100
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Fig. 6. The effect of the amplitude of the mechanical cyclic loading
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To study the effect of the amplitude of the cyclic loading on the RS relaxation, ra ra ra different stress levels ( rxxy ¼ 1:16; rxxy ¼ 1:5; and rxxy ¼ 1:6) are applied to the treated parts. Figure 7 shows the evolution of the RS proﬁles, upon the peened target after 25 applied cycles of a purely-alternate tension (R = −1). It is noticeable that the amplitude of the cyclic loading affects signiﬁcantly the RS relaxation, especially in the outer layers. Indeed, if the amplitude of the tensile loading is close the yield stress (ry ); the RS relaxation is relatively negligible, especially, inside the compressed layers. Whereas, when the amplitude exceeds the yield stress, a relevant decrease in the induced CRS is noted for all affected layers. It can be deduced that the amplitude of cyclic loading plays an important role in the RS relaxation phenomena.
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Fig. 7. The influence of the applied cycles on the RS distribution



6 Conclusion A numerical model is conducted to simulate the USP process taking into account the cyclic work-hardening behavior of the treated material. A satisfactory correlation between the computed residual stresses and the experimental ones is observed, particularly in the ﬁrst outer layers where the X-ray analyses are generally more precise than in the deeper layers. Using this proposed model, the CRS induced by a different number of shot impacts are predicted for two velocities. The obtained results show that increasing the number of impact for a low velocity (V = 4 m/s) introduce more CRS in the affected layers, which can improve the fatigue performance of the peened-part. However, for high velocity (V = 8 m/s) the beneﬁt effect of increasing the number of impacts is annihilated. Accordingly, some precautions must be performed so as to avoid the unfavorable cases of over-peening in USP treatment. Our work consists also
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in modeling the RS relaxation for a purely alternate tensile loading with a load ratio Rr ¼ 1. It allows assessing the change of the initial CRS proﬁles which affect the fatigue performance of treated parts.
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Abstract. Shot Peening is common industrial cold-working process. It is widely used in several industrial ﬁelds particularly in automotive, aerospace and marine industries. This treatment is applied to enhance the fatigue performance of metallic components by: (i) retarding the crack growth due to the induced compressive residual stresses ﬁelds and (ii) inhibiting the crack initiation through the surface work-hardening. However, this process needs to be carefully controlled in order to avoid over-peening cases. The aim of the current study is to develop a dynamic and multi-impact shot peening process’s model using the ﬁnite elements method. It is leading to predict the initial shot peening surface properties, which are classiﬁed, into three categories: (i) the outer layers compressive residual stresses, (ii) the induced plastic deformations and (iii) the superﬁcial damage. To validate the proposed model, the obtained numerical results were compared with experimental ones analyzed by X-ray diffraction (XRD) for three materials the aeronautical-based Nickel super-alloy material Waspaloy and the AISI 316L stainless. The predictions are in good correlation and physically consistent with the experimental investigations. This proposed ﬁnite elements model is very interesting for engineering to predict the fatigue behavior of mechanical shot-peened components and to optimize the operating parameters of this process. Keywords: Shot peening  Compressive residual stress Surface work hardening  Superﬁcial damage  Finite elements method



1 Introduction Controlled shot peening is a cold surface treatment widely used in automotive and aerospace industries (Mylonas and Labeas 2011). It consists of bombarding metallic component surfaces, at relatively high velocities (20–120 ms−1), with small spherical shots made, generally, of cast-steel, glass or ceramic (O’Hara 1984). Several studies (O’Hara 1984; Fathallah et al. 2004) show signiﬁcant effects of shot peening on the fatigue behavior of treated components. The majority of experimental investigations © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 266–275, 2019. https://doi.org/10.1007/978-3-319-94616-0_27
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(Wang et al. 1998; Li et al. 1991) were focused, principally, on the prediction of compressive residual stresses ﬁelds. Furthermore, they pre-suppose that the compressive residual stresses are the key factor affecting the fatigue behavior of shotpenned metallic components. However, other works show clearly that shot peening surface modiﬁcations, such as: surface work-hardening, roughness and surface integrity, have also considerable influence on the fatigue performance of mechanical treated components (Ochi et al. 2001; Tekili 2002). Due to the difﬁculties and limitations of the experimental analysis and characterizations of shot peening surface modiﬁcations, a particular importance has been given to the numerical simulations of this mechanical process. Numerous ﬁnite elements models have been conducted to simulate the shot peening process. An initial simple model was performed by AlObaid (1990). It is based on three dimensional isoparametric ﬁnite elements. A quarter-symmetric shot peening model was presented by Meguid et al. (1999). It introduces contact elements to represent the physical contact between the shot and the target steel plate. This model has been exploited, in another work, to predict the equivalent stress, equivalent plastic strain and elastic strain as function of time (Meguid et al. 2002). In this study, importance was given to numerical convergence and to the validity of the compressive residual stresses ﬁelds. Frija et al. (2006) presented a three-dimensional ﬁnite element shot peening model leading to predict the compressive residual stresses ﬁelds, plastic strain proﬁles and, particularly, the superﬁcial shot peening damage value. However, authors have applied the model for the case of isotropic hardening. The cyclic elastic-plastic hardening has not been taken into account. In the present work, we will develop a ﬁnite elements model by using the cyclic hardening law. In order to validate the proposed model, we are based on experimental results for three types of materials: the based-Nickel super-alloy Waspaloy and the AISI 316L stainless.



2 Finite Element Shot Peening Simulation Model The general principle of the model (Fig. 1) is to simulate the impact of several shots (multi-impact model) on a structural element that can be extracted from the most critical region of the studied component. The modelling has been carried out using the ﬁnite element commercial code ABAQUS Explicit 6.10. In order to automatically generate several cases of simulations and/or parameters’ optimization, a Python code has been developed and connected to Abaqus (Fig. 2). The friction between the shots and the treated surface has been characterized by the Coulomb friction model. Ff ¼ lFn



ð1Þ



Where Ff is the friction force, Fn is the normal force and µ is the friction coefﬁcient.
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Fig. 1. Multi-shot-peening ﬁnite element model



Fig. 2. Modeling steps



2.1



General Hypotheses



The assumptions adopted in the modeling of the shot peening process are: • The shots are considered as rigid spheres of uniform radius. • The diameter of the shot taken into account is the “nominal” diameter conventionally deﬁned by the SAE J444 (2001) • The mechanical response of the treated material is conforming to elastic-plastic behavior coupled with damage. • The velocity of the shot is assumed to be constant during the impact. • The angle of impact is considered equal to 90°.
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Target Geometry, Boundary Conditions and Mesh



The target component has been modelled as a rectangular body with a width of 2 mm, a length of 2 mm and a height of 5 mm (Fig. 1). For the boundary condition, the bottom surface of the target has been ﬁxed. The target was meshed by means of eight-node brick solid elements. In order to ﬁnd the best compromise between the quality of the obtained results and the calculation time, the reﬁnement of the mesh is located in the area of the contact shots/surface. Indeed, several calculations have been made to check the ﬁneness of meshing required in the contact zone. The size of the smallest element is: 0.01 mm  0.01 mm  0.01. The shots are meshed with C3D4 elements. 2.3



Material Model of Shot Peening Process



To describe the shot peening cyclic loading, we adopt, in the present work, the combined isotropic-nonlinear kinematic hardening model (Chaboche 1977). It is expressed as follows: f ðr; X; RÞ ¼ J2 ðr  XÞ  R  ry0  0



ð2Þ



The nonlinear hardening tensor is deﬁned by: 2 dX ¼ Cdep  cXdp 3



ð3Þ



The isotropic hardening variable is deﬁned by: dR ¼ bðQ  RÞdp



ð4Þ



The coefﬁcients depending on the material are: the initial yield stress ry0 , two coefﬁcients to represent the evolution of the isotropic hardening, b and Q, and two coefﬁcients to represent the evolution of the kinematic hardening, C and c. In order to predict the shot peening superﬁcial damage, Chaboche et al. (1977) three-dimensional ductile plastic model of damage is used: " !   # Dc 2 rH 2 Dﬃ  eD p ð1 þ tÞ þ 3ð1  2tÞ 3 eR  eD reqVM



ð5Þ



Where m is the Poisson’s ratio, rH the hydrostatic stress of the applied stress tensor and req the Von Mises’ equivalent stress. The three variables Dc ; eR and eD are considered constants, where eD is the initial critical deformation for damage and eR the deformation at rupture for which the damage is equal to Dc . p is the cumulated plastic strain.



3 Application and Validation of the Proposed Model The application and validation of the proposed ﬁnite element model was based on experimental results obtained on three types of materials: Waspaloy, AISI 316L and AISI 2205. The mechanical proprieties (Table 1) and the damage parameters (Table 2)
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(Abdul-Latif 1996; Pedro et al. 2014; Laamouri et al. 2013) of the studied materials have been largely discussed in the open literature. Table 3 summarizes the used shot peening conditions for the studied cases (Pedro et al. 2014; Ahmed et al. 2015; Fathallah 1994). Table 1. Mechanical properties (Abdul-Latif 1996; Pedro et al. 2014; Laamouri et al. 2013). Material



ry0;2% ðMPaÞ Rm ðMPaÞ A ð%Þ CðMPaÞ c



EðGPaÞ t



Waspaloy 210 AISI 2205 192 AISI 316L 196



0.3 900 0.3 632 0.29 220



1275 799 600



QðMPaÞ b



1185356 435 −100 192777 575 −23 30000 60 150



25 38 80



145 13 1



Table 2. Damage parameters. Material Waspaloy AISI 2205 AISI 316L



eR 0.6 0.75 0.8



eD 0.02 0.02 0.02



Dc 0.8 0.8 0.5



Table 3. The used shot peening conditions (Pedro et al. 2014; Ahmed et al. 2015; Fathallah 1994). Material Waspaloy AISI 2205 AISI 316L



3.1



Angle (%) 90 90



Shot velocity (m/s) 52 40



Shot diameter (mm) 0.6 0.6



Peening coverage (%) 100 200



Friction coefﬁcient 0.2 0.1



90



40



0.8



100



0.1



Validation of the Proposed Model: Waspaloy



Figure 3 shows a comparison between the analyzed X-ray diffraction and the calculated compressive residual stress proﬁles obtained in-depth of the peened Waspaloy part (Fathallah 1994). It is observed that the difference between the depth of the compressed layers obtained using our ﬁnite element model (0.22 mm) and that obtained by the experimentation (0.25 mm) is very small. Figures 4 and 5 present a qualitative comparison between the calculated in-depth Von Mises’s plastic deformations proﬁle induced by shot peening and the Full Width at Half Maximum (FWHM) of the X-ray diffraction peak proﬁle (Fathallah 1994). Figure 4 shows that the depth of the deformed layers is 0.22 mm, which is very close to the depth of the compressed layers (Fig. 3). The qualitative comparison between the calculated Von Mises’ equivalent plastic deformation proﬁles and the FWHM of the X-ray diffraction peak proﬁle shows that the depth of deformed layers is well predicted by the proposed ﬁnite element shot peening model.
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Fig. 3. Calculated and the analyzed X-ray residual-stress proﬁles in depth of shot-peened Waspaloy (Fathallah 1994)
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Fig. 4. Von Mises equivalent plastic strain proﬁles in depth of shot-peened Waspaloy
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Fig. 5. Full width at half maximum of the X-ray diffraction peak proﬁle (Fathallah 1994)
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Validation of the Proposed Model: AISI 316 L



Figure 6 shows a comparison between the analyzed X-ray diffraction and the calculated compressive residual stress proﬁles obtained in-depth of the peened AISI 316L part. It is observed that the difference between the depth of the compressed layers obtained 100
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Fig. 6. Calculated and the analyzed X-ray residual-stress proﬁles in depth of shot-peened AISI 316 L (Ahmed et al. 2015)
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using our ﬁnite element model (0.3 mm) and that obtained by the experimentation (0.5 mm) is important. Figures 7 and 8 present a qualitative comparison between the calculated in-depth Von Mises’s plastic deformations proﬁle induced by shot peening and the FWHM of the X-ray diffraction peak proﬁle (Ahmed et al. 2015).
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Figure 7 shows that the depth of the deformed layers is 0.3 mm, which is very close to the depth of the compressed layers (Fig. 6). The qualitative comparison between the calculated Von Mises’ equivalent plastic deformation proﬁles and the hardness proﬁle shows that the depth deformed layers is well predicted by the proposed ﬁnite element shot peening model.



4 Discussion The obtained results show the effect of the material (Figs. 2 and 5). For hard material Waspaloy a good correlation is observed between the residual stress proﬁles obtained by ﬁnite element calculations and those analyzed by X-ray diffraction. However, for soft material AISI 316L we note that the gap is very important. The gap between the experimental and numerical values can be explained by the uncertainties and the technical limitations of X-ray diffraction analysis and the control of shot peening treatment parameters. For the different studied materials, the depth of the compressed layers and the deformed ones are almost the same. This proves the validity of the proposed model. Figures 4, 5, 7 and 8 show a good qualitative correlation between the calculated equivalent plastic deformations and the FWHM.



5 Conclusion An improvement 3D random dynamic model has been proposed to simulate the shot peening process via ﬁnite element method. Such improvement consists in including the repetitive random impacts of the shots and the cyclic work-hardening behavior coupled to the damage of the treated material. The compressive residual stress, the plastic strain and the damage variable in-depth of the affected layers can be predicted using our proposed model.
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Predicting the A356-T6 Cast Aluminum Alloy’s High-Cycle Fatigue Life with Finite Elements Amal Ben Ahmed(&), Mohamed Iben Houria, and Raouf Fathallah unité de production mécanique et matériaux, universié de Sousse, Sousse, Tunisia [email protected], [email protected], [email protected] Abstract. This attempt proposes an engineering framework to predict the ALSi-Mg casting alloy’s High Cycle Fatigue (HCF) response considering the microstructural heterogeneities (Secondary Dendrite Arm Spacing (SDAS)) and its correlation with the casting defects effect. The developed approach is based on the evaluation of the highly stressed volume caused by local porosities and deﬁned as the Affected Area (AA), using Finite Element (FE) analysis. Therefore, a 3D Representative Elementary Volume (REV) describing the defective material, was embedded to evaluate the cast aluminum alloy‘s High Cycle Fatigue behavior under various load conditions. Work hardening due to cyclic loading is considered by applying the Lemaitre-Chaboche model. The Kitagawa-Takahashi Diagrams were simulated, using the Affected Area Method, under fully reserved tension and torsion loadings for different SDAS values. The generated diagrams were compared to experimental data carried out on cast aluminium alloy A356 with T6 post heat-treatment with different microstructure (39–72 µm). The results show clearly that the proposed approach provides a good estimation of the A356-T6 fatigue limit and exhibits good ability in simulating the Kitagawa-Takahashi Diagrams for ﬁne and coarse microstructures. The developed framework is practical tool able to generate the Kitagawa diagrams for ﬁne and coarse microstructures, at different fatigue loads. Keywords: High Cycle Fatigue  A356-T6 Secondary Dendrite Arm Spacing (SDAS)



 Kitagawa diagrams



1 Introduction The A356-T6 is a classic Al-Si casting alloy that is widely employed in aerospace and automobile ﬁelds due to its low density, good process ability and high strength. The A356-T6 mechanical components, such as engine blocks and engine heads, are generally subjected to cyclic fatigue loads. In the literature, there is a huge amount of data [1–6] proving that the A356-T6 HCF behavior is mainly influenced by microstructural heterogeneities characterized by the Secondary Dendrite Arm Spacing (SDAS) and local porosities. Experimental investigations [3–5] have conﬁrmed that: (i) for defect-free A356 alloy, the fatigue cracks initiate from the SDAS and the higher fatigue limit is obtained © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 276–283, 2019. https://doi.org/10.1007/978-3-319-94616-0_28



Predicting the A356-T6 Cast Aluminum Alloy’s High-Cycle Fatigue



277



for the ﬁner SDAS value and (ii) for defective A356-T6 alloy, fatigue cracks initiate from surface porosities and the fatigue limit is directly affected by the defect size that is pﬃﬃﬃﬃﬃﬃﬃﬃﬃ generally deﬁned by the Murakami parameter “ area” [7]. It has been also shown that the Dang Van criterion and the Linear Elastic Fracture Mechanics (LEFM) are enable to predict correctly the fatigue behavior of casting Al-Si alloy [2, 3]. Therefore, this work aims to develop a predictive approach able to determine the A356-T6 fatigue limit by considering the SDAS and the porosities effects. The goal was to evaluate the local stress concentration caused by the defect by using the affected surface methodology [8]. The proposed approach was used to generate the A356-t6 Kitagawa diagrams for different microstructures and load conditions. A comparison between the generated diagrams and the experimental Data [1] for ﬁne and coarse SDAS values were performed.



2 Modelling Frame Work 2.1



Short Review of the Affected Area Methodology



The Affected Area (AA) method [8] is proposed to evaluate the stress distribution near the defect and to quantify its impact on the fatigue response under various cyclic loads. The AA was deﬁned as the as the part of the High Loaded Plane where the considered fatigue criterion is violated (reqM  b) (Fig. 1).



Fig. 1. Affected area



Based on stress analysis and numerical simulations, the authors [8] have showed that for all the defect sizes, when the applied load (ra ) is equal to the fatigue limit (rD ) the same affected area value is obtained. In this case (ra ¼ rD ), the affected area is
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deﬁned as the Affected Area Limit (AAL) and the authors have proposed the material parameter (Kl ) that links between the AAL and the fatigue limit (1): Kl ¼



2.2



pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ AAL  rD



ð1Þ



Finite Element Analysis



In this study, a 3D Finite Element (FE) simulations using ABAQUS software were carried out to determine the fatigue response of A356-T6 aluminum alloy. The RVE model used to determine the stress distribution in the vicinity of the defect is a cube containing hemi-spherical defect. Due to the symmetry of the problem only ¼ of the numerical specimen is considered. Boundary conditions and symmetries are implemented as shown in Fig. 2.



Fig. 2. FE model: load and boundary conditions: (a) tension loading (b) torsion loading



The nonlinear isotropic/kinematic hardening model is used to evaluate the defective A356-T6 fatigue behavior. This advanced model is able to simulate the cyclic plastic response (the Baushinger effect and the mean stress relaxation). The material parameters for the Lemaitre-Chaboche model [9] are sum up in Table 1. Table 1. The A356-T6 cyclic parameters [10]. Material E (GPa) m R0 (MPa) Q b C D A356-T6 66 0.33 200 30 10 58000 680
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Crossland Equivalent Stress Interpolation Through FE Analysis



In this study, the Crossland criterion (rCr eq ) [11] is chosen to evaluate the A356-T6 fatigue stress distribution around the defect in the HLP. In previous works [5], EF analysis of the rCr eq have showed that, for a given point in the High Loaded Plane, the fatigue response depends on (i) the defect size, (ii) the applied load and (iii) and its position. In fact, the simulated rCr eq remains constant for an arc having the same center as the defect. More details are provided in [5]. As it is reported in [5], rCr eq can be interpolated in the case of fully reserved tension and torsion loads as follow: rCr eq



! s1 1 ¼ ra  4 þ 1 r r1



Fully reserved Tension



ð2Þ



Fully reserved Torsion



ð3Þ



R



rCr eq



! s1 1 ¼ r a  5 þ 1 r r1 R



Where: R: the defect radius r: Distance from the defect center to a considered point in the HLP. r1 and s1 are respectively fatigue limit under fully reserved tension and torsion loading of defect free material. 2.4



Simulation of the Kitagawa Diagrams Using the Affected Area Methodology



The affected area describes the fatigue resistance behavior of cast material with preexisting defects. As it shown in Fig. 1, the affected area may be calculated as follow: Affected Area ¼



 P 2 r  R2 4 lim



ð4Þ



Using the Murakami method [7], the defect size can be expressed as following: pﬃﬃﬃﬃﬃﬃﬃﬃﬃ area ¼



rﬃﬃﬃﬃﬃﬃﬃﬃﬃ PR2 2



ð5Þ



Then, the AA’s expression becomes: Affected Area ¼



pﬃﬃﬃﬃﬃﬃﬃﬃﬃ2 1 2 area e 1 2



ð6Þ



280



A. Ben Ahmed et al.



Where e¼



rlim R



ð7Þ



From Eqs. 2 and 3, e may be written as: !0:25



e¼



1 r1 ra  1



e¼



1 r1 ra  1



Fully reserved tension



ð8Þ



Fully reserved torsion



ð9Þ



!0:2



Substituting the Eqs. 8 and 9 into the Affected Area Expression (Eq. 6), the following expressions are obtained: 8  0:25 !2 > > pﬃﬃﬃﬃﬃﬃﬃﬃﬃ 2 > 1 > ð areaÞ Tension ð10Þ r1 > < 0:5 ra 1 Affected Area ¼ !  0:2 2 > > pﬃﬃﬃﬃﬃﬃﬃﬃﬃ 2 > 1 > ð areaÞ Torsion ð11Þ r1 > : 0:5 1 ra



In previous work [5], it has been proved that the fatigue limit under fully reserved tension loading of defect free material (r1 ) may be expressed as a function of the SDAS (k2 ) as follow:   2 3b0 exp k k0   pﬃﬃﬃ r1 ðk2 Þ ¼ 2 a0 exp k þ 3 k0



ð12Þ



Finally, substituting (12) into (10) and (11) respectively, new expressions of the pﬃﬃﬃﬃﬃﬃﬃﬃﬃ Affected Area depending on the defect size ( area) and the microstructural parameter (k2 ) are obtained. In the following, these new expressions will be calculated for different SDAS values and defect sizes. Then, they will be compared to the Affected Area Limit given by (1). The fatigue limit will be given when the AA and the AAL are equals. The identiﬁcation of the Kl parameters was made with experimental results [1] performed under alternate tension and torsion loadings. The obtained results as well as the experimental data used for the identiﬁcation are illustrated in Table 2. The improved Affected Area expressions have been employed to generate the A356-T6 Kitagawa diagrams for alternate tension and torsion loadings by accounting for both SDAS and defect size effects.



Predicting the A356-T6 Cast Aluminum Alloy’s High-Cycle Fatigue Table 2. Experimental results and pﬃﬃﬃﬃﬃﬃﬃﬃﬃ Load SDAS (µm) area (µm) Alternate tension 39 688 72 900 Alternate torsion 39 380 72 730
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identiﬁed Kl [1] rD (MPa) K l (MPa µm) 75 57 88 44



60 92 74 121



500 200 450 350



3 Comparison Between Simulations and Experimental Data In this section, the A356-T6 Kitagawa diagrams will be predicted, for the upper and lower SDAS values (39 and 72 µm) used for the experimental tests [1], under tension and torsion fatigue loadings. The generated diagrams are plotted and compared with experimental results in Figs. 3 and 4. The obtained results lead to the conclusion that the improved Affected Area method exhibits good ability in simulating the A356-T6 fatigue limit at different load conditions. Consequently, it seems that the developed approach is able to describe adequately the A356-T6 fatigue behavior.
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Fig. 3. Predicted Kitagawa diagrams under fully reserved tension



The obtained results show the following observations: – From Figs. 3 and 4, it worth noticing that the predicted Kitagawa diagrams are constituted bye two zones: in the ﬁrst zone (small defects), there is no considerate impact of the defect and the SDAS has the major role in controlling the Al 356-T6 fatigue limit. In the second zone (big defects), the fatigue limit is strongly affected by both the SDAS and the presence of defects.
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Fig. 4. Predicted Kitagawa diagrams under fully reserved torsion



– When the SDAS increases, the fatigue resistance decreases notably: the highest fatigue limits are obtained for ﬁnest microstructure (SDAS = 39 µm) and vice versa. However, in the presence of big defects, the simulated Kitagawa diagrams corresponding to the ﬁne and the coarse microstructures converge. This result indicates that the SDAS effect decreases with the increase of the defect size. – For torsion loading results (Fig. 4), it is obvious that the SDAS has the most detrimental impact on fatigue response, especially for small defects. In fact, in this zone, the difference between the two fatigue limits obtained for ﬁne and coarse microstructure exceeds 40 MPa. Even for big defect sizes, the SDAS still dominate despite of its decreasing effect.



4 Conclusions This paper proposes a predictive approach to simulate the Kitagawa diagrams for defective A356-T6 cast alloy taking into consideration the microstructure heterogeneities. From this study, it can be concluded that: (i) The High Cycle Fatigue behavior of Al-Si alloy is dominated by microstructure heterogeneities characterized by DAS/SDAS and cast defects. (ii) In this work, the affected area approach was modiﬁed by introducing a microstructure parameter (k2 ) that describe the SDAS impact, in order to generate the A356-T6 Kitagawa diagrams for different SDAS values. (iii) The suggested modelling frame work represents an easy way to evaluate Al fatigue behavior with respect to the microstructure, mean stress and cast defect impacts. It gives appreciable results even for small defect sizes.
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Abstract. Hybridation of carbon ﬁber composites with flax ﬁber offer interesting bio-degradability, respect of the environment, reduced cost and important dynamic properties. The purpose of this work is to study the effect of hybridation on the mechanical fatigue behavior of unidirectional carbon-flax hybrid composites. Static and fatigue tensile tests were realized for different laminates made of carbon ﬁbers and carbon-flax hybrid ﬁbers with an epoxy resin. The carbon laminates and two different staking sequences of hybrid laminates were manufactured by hand lay-up process. Monotonic tensile tests were realized to identify the mechanical properties of composites and the ultimate loading. Then, load-controlled tensile fatigue tests were conducted on standard specimens with applied load ratio RF of 0.1. Specimens were subjected to different applied fatigue load level until the failure (60%, 65%, 75% and 85%). Damage was observed early after a few loading cycles. The decrease in the Young’s modulus was depending on the ratio of ﬁbers on the composites. Overall, the stiffness decreases by showing three stages for all studied samples. It has been found that the stress-number of cycle S-N curves show that carbon laminates have higher fatigue endurance than hybrid composites. Keywords: Flax ﬁber Fatigue behavior



 Carbon ﬁber  Hybrid composites  Static behavior



1 Introduction Laminated composite materials reinforced with conventional ﬁbers, such as Kevlar, Glass and Carbon are extensively used in industrial applications. However, the use of these synthetic ﬁbers raises many problems for health and environment. Over recent years, the use of agro-based composites become increasingly higher because of their biodegradability and their eco-friendly issues (Stamboulis et al. 2001). © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 284–291, 2019. https://doi.org/10.1007/978-3-319-94616-0_29
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The most interesting plant ﬁbers are the flax ﬁbers because they offer a good speciﬁc mechanical property (Wambua et al. 2003). Flax ﬁber reinforced composites have been investigated by many researchers (Faruk et al. 2012). Yan et al. (2014), Liang et al. (2014), Monti et al. (2016), Monti et al. (2018) and Haggui et al. (2018) studied the mechanical behavior of flax ﬁber polymers. Monti et al. (2017) and Duc et al. (2014) investigated the damping and mechanical properties of flax, glass and carbon laminates. They demonstrated that flax ﬁber reinforced composites present a higher performance for damping properties but lower performance in mechanical properties than the glass and carbon laminates. Le Guen et al. (2016) evaluated the relationship between the damping and the modulus for carbon-flax hybrid composites. They found that damping properties was increased by increasing the flax ﬁber content, but the mechanical properties were decreased. However, few or no studies have looked on the fatigue behavior of flax/carbon hybrid composites. In this context, this work consists of studying the mechanical behavior of carbon/epoxy composites and hybrid carbon-flax/epoxy composites. Experimental tensile tests were carried out to characterize the different stacking sequences. Then tensile fatigue tests are also realized to follow the evolution of the mechanical properties during the tests. The stiffness evolution, the hysteresis loops and the fatigue life were studied. Moreover, the effect of hybridation on the mechanical properties of the carbon/flax composite materials is investigated.



2 Experimental Methods 2.1



Materials



The materials under study are carbon laminate and hybrid laminates made of unidirectional carbon fabric and unidirectional flax tape supported in epoxy-based SR 1500 resin with SD 2505 hardener. The weights of the unidirectional carbon and flax ﬁbers were 300 g/m2 and 200 g/m2, respectively. The stacking sequence of laminates consists of 6 layers all oriented on the 0° direction of ﬁbers are shown in Table 1. The composite plates (300  300 mm2) were manufactured using a hand lay-up process. They were cured at room temperature (20 °C) at a pressure of 50 kPa using vacuum molding process for 7 h. Table 1. Studied materials Laminates [C3]s [F/C2]s [F2/C]s



Stacking sequences [C/C/C/C/C/C] [F/C/C/C/C/F] [F/F/C/C/F/F]



Thickness (mm) 2 2.5 2.9



Rectangularly test specimens with a length and width of 200 mm and 15 mm were cut from the laminated plates with a high speed of diamond saw. In order to avoid moisture absorption, no lubrication fluid was used while cutting the specimens. After cutting, the edges were slightly polished with ﬁne sandpaper.
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2.2



Testing Procedures



The experimental uniaxial loading was performed on a standard hydraulic testing machine Instron-8801 with a capacity of 100 kN. The load was determined by the load cell and the displacement in the tensile direction was measured using an extensometer. The machine is interfaced with a computer for test control and data acquisition. All types of laminated materials were subjected to static and fatigue tensile tests according to ASTM D3039/D3039 M standard test method. For each conﬁguration, three specimens were tested to check the validity of the results. The monotonic tensile loading was conducted in order to determine the ultimate tensile load Fu at a constant displacement rate of 1 mm/min (Fig. 1).



Fig. 1. Experimental setup: (a) Specimen under static tests and (b) Specimen under fatigue tests



The fatigue tests were carried out using a sinusoidal waveform at a constant frequency rate of 10 Hz for all tests. Specimens were tested under load control with various maximum load level. The applied load level rF = Fmax/Fu (ratio between the maximum applied load and the ultimate tensile load) was varied from 60% to 85% (60%, 65%, 75% and 85%). The applied load ratio RF = Fmin/Fmax (ratio between the minimum and maximum applied load) was maintained constant at RF = 0.1. All the fatigue tests were tested until the failure of specimens.



3 Results and Discussion 3.1



Static Tests



Typical stress-strain curves derived from experimental tests for carbon ﬁber laminates and carbon-flax hybrid ﬁber laminates are compared in Fig. 2. It can be seen that when the percentage of carbon increase the laminates exhibit better performance. Mechanical properties, e.g. Young’s modulus, maximum strain, maximum stress as well as ultimate tensile load are presented in Table 2. The Young modulus of [F2/C]s and [F/C2]s laminates are respectively 59% and 35% lower than carbon ﬁber laminates.
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The ultimate tensile load for [F2/C]s and [F/C2]s laminates are respectively 60% and 30% lower. This observation is due to higher intrinsic mechanical properties of the carbon ﬁber compared to flax ﬁber. In the next part, the performance of these stacking sequences on dynamic is studied. 1800
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Fig. 2. Static response in tensile loading Table 2. Mechanical properties of carbon and hybrid ﬁber composites Laminate [C3]s [F/C2]s [F2/C]s



E (GPa) 85 55 35



Maximum strain (%) Maximum stress (MPa) Ultimate load (kN) 3.3 1585 54 3.1 960 38 2.5 460 22
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Fatigue Tests
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3.2.1 Stiffness Degradation The evolution of the specimen’s stiffness gives information on the material’s damage propagation. During fatigue tests, the increase in the maximum displacement dmax in each cycle was recorded. The normalized displacement ratio of (d0max/dmax) was plotted as a function of the specimen’s life ratio (n/Nr) for the different stacking sequences (Figs. 3 and 4), where d0max is the value of maximum displacement at early cycle. For all specimen types, the normalized displacement decreases with the life ratio. The maximum loss was of 30% and 40% for [C3]s and [F/C2]s respectively, but reached 60% for [F2/C]s (Fig. 3). The stiffness of all specimens decreases in three stages. This behavior is similarly to the general behavior of composite materials under fatigue tests (Case and Reifsnider 2003). The initial stage is with steep stiffness reduction which involve micro-cracks in matrix. Followed by the intermediate second stage with slow decrease which involve the propagation of the microscopic damage (matrix cracking, ﬁber-matrix debonding and delamination between plies. And ﬁnal stage with abrupt
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(c) Fig. 4. Evolution of normalized displacement (d0max/dmax) as function of life ratio (n/Nr): (a) [F2/C]s, (b) [F/C2]s and (c) [C3]s.
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stiffness degradation followed by the specimen’s failure that the most dominant is ﬁber breakage. On the other hand, the stiffness degradation depends on the loading conditions (Fig. 4a–c). In fact, we clearly observe that the stiffness degradation decreases with the increase of the applied load level as function of the specimen’s life ratio (n/Nr). 3.2.2 Hysteresis Curves During fatigue tests, 100 experimental data points are recorded for each cycle. The hysteresis loops are obtained from the load-displacement curves. Typical loaddisplacement hysteresis loops at an early cycle (n = 1) and at a lately cycle (n = 3000) for all types of samples at the applied load level rF = 0.6 are plotted in Fig. 5a–c. For all laminates, the behaviors are similar whereas the peak loads on hysteresis curves are different. For any given type of specimen, the hysteresis loops move towards higher strains at constant stress level. Displacement corresponding to the minimum and maximum loading of loops increase with the number of cycle. We also clearly observe from these
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Fig. 5. Hysteresis loops under load controlled fatigue tests at rF = 0.6 for: (a) [F2/C]s, (b) [F/C2]s and (c) [C3]s.
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hysteresis loops that the strain increase with the increase of the carbon ﬁber content which is in accordance with the maximum static strain of samples (Table 2). Finally, the area of the hysteresis loops decreases when the number of cycle increase. 3.2.3 Fatigue Life (S-N Curves) The average numbers of cycle to failure Nravg which express the fatigue life for the different specimens are listed in Table 3. Also, the standard deviations for all specimens are given. The maximum loading stress versus number of cycles are plotted in Fig. 6. Wohler law (Eq. 1) was used to predict the specimen’s life under tensile fatigue with imposed loading (Koricho et al. 2014). r ¼ A  B lnðNr Þ;



ð1Þ



where r is the maximum loading stress (MPa), A and B are constants depend on the type of material and Nr correspond to number of cycle at failure. The regression coefﬁcient R2 of the median Wohler’s curve is closed to 1, indicating that the linear relation used ﬁts well with the experimental data. The presented curves reveal that specimens with higher carbon ﬁber volume fraction exhibit higher resistance to fatigue loading. This result is in accordance with the higher ultimate static strength of carbon ﬁbers. Table 3. Average fatigue life Nravg (standard deviation) of the studied stacking sequences Laminate [C3]s [F/C2]s [F2/C]s
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4 Conclusion Experimental investigations of the fatigue behavior were conducted on carbon laminates [C3]s and flax-carbon hybrid laminates [F/C2]s and [F2/C]s. Specimens were submitted to static and fatigue tensile tests with load control. At ﬁrst, the characteristics at failure of the studied composite specimens were determined from the static tensile tests. The stiffness evolution, the hysteresis loops and the S-N curves were studied for samples subjected to fatigue loading. The damage propagation was studied using the stiffness degradation method. For each laminate, the stiffness degradation depends on the applied load level. Resulting S-N curves of [C3]s specimens show higher fatigue resistance compared to [F/C2]s and [F2/C]s. It was also shown that the fatigue properties increase with the increase of carbon ﬁber content.
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Abstract. Although the anisotropy of wood ﬁbers is reasonably well established, the anisotropy of injection molded wood ﬁber composites is not well understood. For this, ﬁber distribution is an important parameter in determining the properties of the composite. This work investigates the application of ultrasonic testing in evaluating natural ﬁber thermoplastic composites reinforced with olive wood flour (OWF). The characterization of sound propagation speed in the composite is intended to be a tool for evaluating the bio-composite namely ﬁber distribution and the effects of the direction of injection during the elaboration of the composite. The quality of ﬁber distribution homogeneity can be assessed by mapping the returning signals of the emitted longitudinal ultrasonic wave. This study presents the measured sound speeds for a composite system of OWF and polypropylene (PP) using immersion measurements. It is known that the longitudinal wave velocity is a function of the material property, which in turn is a function of ﬁber content and adhesion efﬁciency. Therefore, the aim of this work is to study the feasibility of using the ultrasonic longitudinal sound wave and the time of flight TOF instead of the morphological analysis with the scanning electron microscope, which is much more expensive and complicate. Keywords: Ultrasonic properties Time of flight



 Bio-composite  Injection direction



1 Introduction Faced with the growing interest in the correct use of natural ﬁbers, in parallel with glass and carbon ﬁbers because of their low cost, high speciﬁc modulus, light weight, high availability and biodegradability [1, 2], the use of natural renewable lignocellulosic materials such as reinforcing ﬁllers in thermoplastic or thermosetting polymers has recently increased in order to preserve environmental resources while improving economic activities. The industrial use of wood-plastic composite (WPC) cross for © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 292–299, 2019. https://doi.org/10.1007/978-3-319-94616-0_30
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several years in many ﬁelds like engineering and technology [3], these composites predominate in outdoor deck applications, the automotive ﬁeld [4], the aerospace industry and others. Concerned thermoplastic polymers reinforced with wood ﬁbers or flour the most widespread matrices are polypropylene (PP) [5] polyethylene (PE) [6], and polyvinyl chloride (PVC) [7, 8], because of their low cost. Furthermore, the processing temperature of these thermoplastics is less than 220 °C, which makes it possible to avoid the degradation of cellulosic ﬁbers. This work will focus on olive wood flour reinforced with polypropylene. Although several studies have reported the possibility of using wood flour as thermoplastic polymer ﬁller, but no thorough investigation into the incorporation of OWF into a polypropylene (PP) matrix has been conducted. Only a few research studies reported in the literature have addressed the use of olive stones as ﬁller. The use of olive nut flour as a ﬁller for the PP matrix was considered by Amar et al. [1]. Composites based on olive stones and PVC as a matrix and the study of their mechanical and thermal stability were studied by [2, 9]. The applications of the non-destructive control (NDC) for the mechanical characterization materials are more and more numerous [10], and return the experimental approaches destructive mechanical tests. In particular, the ultrasonic techniques, based on the analysis of the distribution of the elastic waves through a sample, are very used seen the direct connection between the characteristics of the elastic answer of the material and the characteristics of the distribution of the waves [11]. This property can be usefully exploited for the mechanical characterization of innovative and complex materials, as, for example, composites and/or laminated materials, materials anisotropes, biological materials, etc. [12, 13]. There are many advantages of the ultrasonic tests non-destructive: the freedom of choice of the geometry of samples, the possibility of obtaining a high level of precision, the quantity of information, the speed and the low(weak) price(prize) of the experiences (experiments). We know that the longitudinal sound speed is a function of the material property, which, in his/her turns, is a function of the content in ﬁbers and the efﬁciency of adhesion. Consequently, in this study, we prepared composites with polypropylene strengthened by ﬁbers of wooden flour of olive tree by studying the feasibility to use sound waves to obtain the mappings of composites to realize one morphological and thermal analysis compare the results obtained with those realized by the microscope with electronic sweeping and tries thermal.



2 Materials and Methods 2.1



Raw Materials



Polypropylene (PP) used in this study is a standardized homopolymer PP H9069. This polymer is a simple flow grade with a melt flow index of 25 g/10 min (230 _C, 2.16 kg) according to ISO 1133 standard in order to facilitate the adhesion of the ﬁbers in the composite material. The tensile strength of this polymer, measured by ISO 527-2,



294



N. Bouhamed et al.



is 23 MPa, the tensil modulus is 1.6 GPa and the hardness Rockweil is 95 under ISO 2039-2. The olive wood was from the region of Sfax in the center of Tunisia. It was recovered from the waste wood obtained from the craftwork through an aspirator, it was directly oven dried at 105 °C for 24 h to reduce its moisture content. It was then sieved and stored in plastic bags to protect it against moisture. 2.2



Elaboration of Composites



To eliminate all the absorbed humidity and avoid the formation of agglomerates, the OWF was pre-dried in 105 °C during 24 h before the extrusion. The polymer PP and the OWF were mixed in an extruder mini (DSM Xplore Netherlands) in screws coupled in co-rotation parallel with three zones of heating. The rotation speed of the screw was settled in 100 rpm and the exit (release) of the material was 200 g/h, the diameter of the screw was 10 mm. First, the OWF and the PP were manually mixed and placed in the hopper of extruder. The compound materials crossed the various zones and were extruded through the cylindrical matrix (diameter 1 mm). Then, the extruded were cooled then cut. The granules obtained subsequently underwent injection in order to obtain panels of dimensions l = 100 mm, L = 120 mm and e = 4 mm. 2.3



Ultrasonic Testing



To make the images of C-scan maps, focusing transducers of 0.5″ in diameter are used. The water in the tank is maintained at a constant and homogeneous temperature by a double tank system (Fig. 1). The transducer is positioned 43 mm above the plate and a precise X-Y scan is performed (Fig. 2). The equipment used mainly comprises an X-YZ rack completed by a control device (MISTRAS) and a signal acquisition and processing software (UTwin from Eurosonics).



Fig. 1. Explanatory diagram of the equipment used for the ultrasonic measurement



Effect of Injection Direction in Elaboration of Polypropylene



295



Fig. 2. Immersion control of the plate using the ultrasonic method



2.4



Acquisition of Data



The mappings obtained are used to inform about the surface state as well as the homogeneity of the samples, it was also possible to interpret echoes based on these maps as shown in Fig. 3, the echoes obtained allows us to evaluate the properties composite by determining its longitudinal velocities (CL) and its attenuation (AttL). Signals were processed by Matlab software using two estimation methods: the time of flight and the spectral method. The calculation of the speed of propagation of the wave in a material by flight time measurements is made from two echoes. By time of flight and amplitude ratio measurements (Fig. 3b), properties such as speed and attenuation in the time domain can be evaluated from two echoes. The propagation longitudinal speed CL given by the Eq. (1) and the ultrasonic attenuation attL by Eq. (2) are deduced from the transfer function: 2ep Dt   1 A2 attL ¼ ln 2ep A1 CL ¼



Where: Dt ¼ T2  T1 • T1: is the projection on the time axis of the maximum of ﬁrst signal • T2: is the projection on the time axis of the maximum of second signal • A1: is the amplitude of the ﬁrst emitted signal



ð1Þ ð2Þ
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Fig. 3. Methods for calculating CL in a marked point of the cartography (a) by the calculation of the time of flight (b) and the spectral method (c, d)



• A2: is the amplitude of the second emitted signal • ep: is the thickness of the measuring point The spectral method is more complicated, it consists in expressing the temporal signal (Fig. 3c–d) according to the spectral ratio of two echoes indeed, by applying the Fourier Transform (FT) via the Matlab signal processing software, we transform the real time signal s(t) in a complex frequency signal called spectrum S(f). The spectral method consists in expressing these properties according to the spectral ratio of two echoes, in the case where frequency evolutions of speed and attenuation can be observed. This method allows ﬁnding the ultrasonic dispersion properties with the frequency. The spectral method allows us to calculate the longitudinal speed propagation CL in the plate from the Eq. (3): CL ¼ 2ep  Df



ð3Þ
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Scanning Electron Microscopy (SEM)



Scanning electron microscopy (SEM) was performed with a JEOL JSM-5400 Microscope operate in gat 15 kV. Prior to analysis, all samples were coated with a layer of gold to avoid sample charging under the electron beam.



3 Results and Discussion Following the observation of the ultrasonic speed mapping (Fig. 4), we noticed a color difference from left to right depending on the injection direction of the bio-composite plate. The distribution of colors varies from red (2750 m/s) at the beginning of injection followed by a great heterogeneity of colors (blue, green, yellow from 20 mm from a variation of ultrasonic speed. From the 90 mm length of the panel the colors going more and more towards low speeds (dominance of the blue color).



Fig. 4. C-scan maps of CL of the PP /20% OWF plate.



This large variation between the two ends of the bio-composite panel according to the direction of injection and due to the poor distribution of the olive wood flour. The accumulation of red at the beginning of the panel shows the agglomeration of the OWF on this part. This is conﬁrmed after cutting and measuring the density of the noted samples (P1 and P2) as shown in Fig. 5, we observe a decrease in the density value from 0.963 (part P1) to 0.931 (part P2). This explains that the density of the plate decreases according to the direction of injection. This variation in density is accompanied by the presence of visually remarkable porosity on the cutting face (Fig. 5), this porosity increases with the direction of injection of the panel. To be able to determine the adhesion rate between the ﬁbers and the matrix on the surface of the plates according to their directions of injection, we could cut a piece of the lower part of the bio-composite plate as shown in the Fig. 5. We then made
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Fig. 5. Scanning electron micrographs at 200x enlargement at the surface of the samples made with 20% of ﬁbers (legend: A = no close contact/good wetting, B = macro-ﬁbrils, C = close contact/good wetting)



observations with the SEM on three different zones (begin of injection, sample medium and end of injection), the observations obtained show a difference in adhesion between the OWF and the PP according to the inspect area. SEM micrographs showed variations in wetting at the ﬁber-matrix interface among the different sample area (Fig. 5). For example, at the beginning of the plate (ﬁrst injected zone) ﬁbers are not in close contact with PP (noted A) whereas at 40 and 120 mm length of the plate (middle and end of injection) we ﬁnd same ﬁbers completely wetted with PP (noted C), other ﬁbers are not completely wet-ted either. SEM micrographs also showed variations in mechanical adhesion and interlocking at the ﬁber-matrix interface among the different sample area investigated. The three areas observe have macro-ﬁbrils at the surface interlocking with the polymer matrix, thus increasing ﬁber reinforcement (noted B). The wetting and interlocking phenomena suggest a superior stress transfer in the case of ﬁbers in the end-injected zone. It explained the better performance of this area among the three zone observe in the present study.
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4 Conclusion The direction of injection during the manufacture of bio-composite plates has a huge influence on the characteristics of the latter such as the density, the porosity and the adhesion ratio between ﬁber and matrix. It can be concluded therefore that moving away from the injection nozzle the ultrasonic speed decreases, consequently, the density of the composite decreases because of the agglomeration of the charge at the beginning of the plate. We also noticed the formation of pores at the end of the plate (end of injection). Regarding the adhesion between ﬁber and matrix it much better at the end of injection because of the lack of charge rate in this area.
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Abstract. Ultrasonic testing is a technique frequently used in the ﬁeld of nondestructive evaluation given the fact that ultrasonic waves are directly related to the mechanical behavior of materials. It is for this reason that mechanical waves are often involved in solid material testing and the evaluation of their mechanical properties. As such, ultrasonic velocity is often used to identify so-called healthy concrete in comparison to deteriorated concrete. The objective of the present study is to determine Young’s modulus of a bio composite using two methods: ultrasonic and mechanical methods. For this, a biocomposite based on polypropylene (PP) as a matrix and the olive wood flour (OWF) as a reinforcement was elaborated with extrusion using a twin extruder following by the injection in the form of 4 mm thick plate for ultrasonic control and standardized specimens for tensile testing. The longitudinal and transversal velocity of propagation of the wave in the plates is measured with the technique of immersion in water using transducer at 5 MHz center frequency in order to determinate the ultrasonic Young’s modulus. Results show that the ultrasonic Young’s modulus of the studied bio-composite is different than that mechanical Young’s modulus. The causes of this difference will be studied. Keywords: Ultrasonic Young’s modulus  Mechanical Young’s modulus Bio-composite  Polypropylene  Olive wood floor



1 Introduction Increasing attention to environmental protection from industrial pollution has raised interest in biomaterials, and in particular towards bio-composites, materials obtained usually by reinforcing matrices by means of natural ﬁbers [1]. In this context, Natural ﬁbers have recently become attractive for researchers, engineers and scientists as an alternative component for composite materials. Due to their low cost, fairly
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good mechanical properties, high speciﬁc strength, non-abrasive, eco-friendly and bio-degradability characteristics, they are exploited as alternative for the conventional ﬁber, such as glass, aramid and carbon [2, 3]. To evaluate properties of these kinds of materials, ultrasonic non-destructive testing techniques and mechanical testing have proven to be effective and they were used to measure the Young’s modulus. In fact, an important parameter to characterize the stiffness of material is the Young’s modulus and its accurate determination is required in many ﬁelds ranging from medicine to structural mechanics [4]. In this paper, a bio-composite made of PP and OWF is elaborated, the longitudinal and transversal velocity of the composite are experimentally determined, the ultrasonic Young’s modulus will be obtained through these velocities, then standardized specimens will be submitted to tensile tests through a tensile machine in order to determine the Young’s modulus.



2 Materials and Methods 2.1



Materials



The PP used is a fluid injection-molding grade with a melt flow index of 25 g/10 min to facilitate the dispersion and process ability of the composite material. It is characterized by its low density, high inertia to chemical attack, high resistance to shocks and with temperatures of use higher than 100 °C. OWF used as a reinforcement for PP composites. It is obtained by vacuuming woodwork waste from craft objects made by olive wood. The OWF used has an average grain diameter of 110 µm. 2.2



Methods



The composite plates are elaborated going through three steps: The mixture used consists of two components: olive wood flour (OWF) and polypropylene (PP) in the form of granules. Three rate of reinforcement used in our mixtures are prepared: 10%, 20%, and 30%, PP plate using 0% reinforcement will also be elaborated. The mixtures are extruded using a twin extruder containing three heating zones, the temperature used is 180 °C, the rotational speed is 100 towers per minute and the feed rate is 200 g/h. This gives PP granules mixed with OWF. After the preparation of the granules, they are putted in an injection machine in order to be injected in the form of plates having 4 mm of thickness and standard test pieces (ISO ½).
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3 Ultrasonic Young’s Modulus Eultra The ultrasonic Young’s modulus is determined from the following expression E¼ k ¼ qCL2  2 l : l ¼ qCT2 :



lð3k þ 2lÞ kþl first Lame coefficient



second Lame coefficient



ð1Þ ð2Þ ð3Þ



To determinate the ultrasonic Young’s modulus of plates, it is necessary to determine ﬁrst the longitudinal and transversal velocity and the density of every plate. We will study now the case of a 10% reinforcement plate. 3.1



Longitudinal Velocity



The longitudinal velocity of propagation of the wave in the plate is determined with the technique of immersion in water at normal incidence. The transducer at 5 MHz center frequency and the plate are placed in the water bath and maintained with a support (Fig. 1).



Fig. 1. Immersion control at normal incidence.



The signals obtained after the measurement made by the transducer, which inform about the longitudinal velocity, were processed using MATLAB software according to two estimation methods: the time of flight and the spectral method. Time of Flight Method The time of flight is the course time of a wave. This method consists in evaluating properties in the temporal domain from two echoes by measurements of time of flight and amplitude ratio as it’s shown in Fig. 2.
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Fig. 2. Temporal signal of 10% reinforcement plate.



The longitudinal velocity in the plate is calculated through the following equation [5]: CL ¼



2ep DtL



ð4Þ



ep is the plate thickness, DtL = t2L − t1L, with t1L is the projection on the time axis of the maximum of the ﬁrst echo s1(t), et t2L is the projection on the time axis of the maximum of the second echo s2(t) (Fig. 3). ep ¼ 4 mm:



Fig. 3. Spectrum of 10% reinforcement plate.



2e



The time between the two echoes is: Dt = 3.4 − 0.4 = 3 ls.CL ¼ DtLp ¼



24:103 3:106



¼ 2664 m/s.



Spectral Method The spectral method consists in expressing the temporal signal as a function of the spectral ratio of two echoes, in the case where frequency evolutions of speed and can be observed (Fig. 4). By making the Fourier Transform of the signal s(t) with Matlab, we obtain the spectrum S(f) whose module is shown in Fig. 3.
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Fig. 4. Immersion in water control at oblique incidence.



The spectral method allows to calculate the longitudinal velocity CL [6] in the plate through the following expression: CL ¼ 2ep  Df



ð5Þ



Df: interval between two consecutive minimums of frequencies. According to the following spectrum Df = 0.333 MHz = 333 kHz. CL ¼ 2ep  Df ¼ 2  4  333 ¼ 2664 m/s These steps are repeated to calculate the longitudinal velocity of all plates. 3.2



Transversal Velocity



The transverse velocity of wave propagation in plates is determined through immersion in water method at oblique incidence. The experimental device is constituted of a water bath in which the plate and two 5 MHz center frequency transducers are placed. The ﬁrst transducer acts as a transmitter, the second is a receiver. The angle made by the two transducers is set according to the Snell–Descartes law. After the recovery of data and their analysis through Matlab software, we obtain the following spectrum: The transverse velocity of 10% reinforcement plate is determined from the spectrum in Fig. 5. The transverse velocity is obtained through the following expression [5]: 2ep  Df CT ¼ rﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ  ﬃ 1 þ 2ep  Df



With CE: water velocity = 1470 m/s.



sin h CE



2



ð6Þ
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Fig. 5. Spectrum of 10% reinforcement plate.



From this spectrum, Df = 200 kHz 2ep :Df 2  4  200 CT ¼ rﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ   ﬃ ¼ 1272 m/s  2ﬃ ¼ qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ sin 40 2 sin h 1 þ 2  4  200  1 þ 2ep  Df 1470 CE



All previous steps are repeated for other plates at different percentages of reinforcement.



Table 1. CL and CT values. % OWF 0 10 20 30 CL 2600 2664 2750 2816 CT 1230 1272 1311 1322



Table 1 presents the values of longitudinal and transverse plates velocities at different reinforcement percentage. 3.3



Density



The density was calculated practically by measuring the mass and volume of each plate with (Table 2): q¼



m v



Table 2. Densities values. % OWF 0 10 20 30 q (g/cm3) 0.905 0.928 0.953 0.979



ð7Þ
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From the values of CL CT and q, the ﬁrst and second coefﬁcient of Lame are determined (Table 3) The values of the ultrasonic Young’s modulus are shown in Table 4. Table 3. k and µ values. % OWF 0 10 20 30 k (GPa) 3.37 3.41 3.56 3.82 µ (GPa) 1.36 1.57 1.63 1.71



Table 4. Ultrasonic Young’s modulus values. % OWF 0 10 20 30 EUltra (GPa) 3.71 4.05 4.39 4.60



Fig. 6. Specimens before and after rupture.



4 Mechanical Young’s Modulus Emec To determine the mechanical Young’s modulus of the bio-composite, standard test specimens (ISO ½) were developed (Fig. 6) with the same material and the same portions of reinforcement of the composite plates (Table 5). These specimens were subjected to tensile tests through a tensile machine (Fig. 7). From the curves presenting the stress as a function of the deformation r ¼ f ðeÞ obtained, the mechanical Young’s modulus Emec is determined
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Table 5. Mechanical Young’s modulus values. % OWF 0 10 20 30 Emec(GPa) 2.02 2.33 2.83 3.36



Fig. 7. Traction machine. Table 6. Comparison between Eultra and Emec of plates. % OWF 0 10 20 30



Eultra (GPa) Emec (GPa) Ratio 3.71 2.02 1.83 4.05 2.33 1.73 4.39 2.83 1.55 4.60 3.36 1.36



5 Comparison Between Eultra et Emec Table 6 presents a comparison between the Young’s modulus obtained by ultrasonic method and those obtained by mechanical method of our bio-composite. Figure 8 presents a comparison between the Young’s modulus obtained by ultrasonic method and those obtained by mechanical method. From the results found, we notice that the ultrasonic Young’s modulus is more important than the mechanical Young’s modulus with a ratio that varies between 1.36 and 1.83 (Fig. 9). These results are expected and can be explained by the fact that we do not work in the same ﬁeld of deformation for the two methods:
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Fig. 8. Variation of Eultra and Emec.



Fig. 9. Deformation domains.



According to ISO 527-1 [7], for the mechanical method, we work in the ﬁeld ‘Ec’ for which: – r1 is the stress in MPa measured at a strain e1 = 0.05%. – r2 is the stress in MPa measured at a strain e2 = 0.25%. For the ultrasounic method, one works in the ﬁeld ‘Ea’, whose strain domain is between eA1 = 0% et eA2 < e1 = 0.05%. For this deformation domain, the slope of E is greater than that of the ‘EC’ domain, which explains this difference in values between the two ultrasonic and mechanical methods with Eultra > Emec. These results can be explained by the fact that the deformation domain is not the same [7, 8]. In addition, the deformation rates are not the same for both methods [9, 10]. To this it can also be added that although the compositions and methods of preparation are strictly the same for the test specimens and the plates, the geometries, the thicknesses and the stress sections are different for the ultrasonic and mechanical tests.
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6 Conclusion In this work, we have elaborated and characterized a bio-composite material based on PP as polymer matrix and OWF as reinforcement. The ultrasonic and mechanical Young’s modulus was studied according to the rate of reinforcement. The ultrasonic Young’s modulus is more important than the mechanical Young’s modulus, this is due to the difference of deformation domain, we also note that when the percentage of reinforcement increases, the Young’s modulus increases also, hence a better rigidity of the plates.
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Microstructure, Hardness and Residual Stress Distributions in Butt-Welded Joint Intissar Frih(&) Université de Technologie de Troyes, 12 Rue Marie Curie, 10004 Troyes Cedex, France [email protected]



Abstract. This paper investigates the characterization of the microstructure changes and the distribution of hardness and residual stress of MIG-welded high-strength low-alloy steel. Residual stresses are experimentally measured by the contour method and the experimental values are numerically treated by MATLAB to ﬁnd out a representative function which is used as an input of the ﬁnite element model. The microstructure of different regions of the weld joint is also investigated and shows the grains size change in the weld. Micro-hardness distribution shows a strong influence of the bainite and ferrite grain size. Residual stresses distribution shows that high tension ferrite grained weld metal is the most critical zone for cracking growth, mainly near the pre-existing porosity. The correlation between results shows that the hardness and the residual stresses values were proportional to the percentage of bainite and inversely proportional to the ferrite grain size. A particular attention is paid in this paper to the microstructure and the hardness around porosity defect. The results highlighted the interest of respecting proper welding procedures to avoid micro-porosities and to lower tension residual stress. Ultrasonic inspection should be obligatory performed in the weld zone to detect internal defect and identify the reliability of the piece. Keywords: Welding



 Porosity  Microstructure  Hardness  Residual stress



1 Introduction High Strength Low-Alloy steel (HSLA) are among the nuances used for various applications (transport, civil engineering, offshore …) due to their good weldability, high yield strength, toughness and formability (Manganello 1992). However, the heterogeneity of temperature until welding, leads to the modiﬁcation of the microstructure, the appearance of residual stresses in the structure and the formation of defects (porosities) which can deteriorate the performance of the welding structure. In fact, the modiﬁcation of the grain size and transformation of phases during cooling have an impact on the levels of welding residual stresses and hardness that may cause fatigue strength diminution as demonstrated by Maddox (1991) and Zhang et al. (2011). Recently, several studies have treated the microstructure and mechanical properties of HSLA steel butt-welded joint (Thibault et al. 2009; Coelho et al. 2013). These authors have investigated the influence of the grain size and phases © Springer Nature Switzerland AG 2019 T. Fakhfakh et al. (Eds.): ICAV 2018, ACM 13, pp. 310–319, 2019. https://doi.org/10.1007/978-3-319-94616-0_32
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transformation on microstructure, hardness and residual stresses in the different regions of the weld. There have been few studies on the influence of void on the mechanical response of welded HSLA steel as that was presented by Xue et al. (2003). However, the understanding of the effect of the local microstructure around porosity defect with the residual stress in the weld is still insufﬁcient. In this paper, the microstructure and the hardness in the weld and around the porosity have been studied. The contour method was used to determine the longitudinal residual stress in the butt-welded joint.



2 Materials and Experimental Methods In this work, the base material used for the butt-welded plate is the S500MC HSLA steel. The mechanical properties of the base metal (BM) and the weld metal (WM) after welding are listed in Table 1. Butt-welded joint of the HSLA steel plates is carried out, in our laboratory, using conventional manual metal arc welding technique. To complete the joining, two weld passes were performed by means of a MIG-welding process. Table 1. Mechanical properties of the base metal and the weld metal. Tensile strength, r (MPa) Yield strength, ry (MPa) Elongation, ɛ (%) Base metal 690 520 19 Weld metal 633 539 11



The current and the voltage of the welding are 128 A and 17 V respectively. As shown in Fig. 1, arc welding was used for producing the joint of HSLA steel plates of dimension 130  100  10 mm3. The bevel angle of the joint was 30° on either side. The joint preparation consisted of a 2 mm root gap with a 2 mm deep root face. Along the paper, x, y and z directions designate longitudinal, transverse and normal directions, respectively, as shown in Fig. 1a. For the microstructural examinations, the welded plate was ﬁrst sectioned, embedded into black epoxy resin, polished by a standard metallographic technique and then etched in a solution of 2% of Nital during 15 s. In this study, microstructure of the welded joints was characterized using VHX-1000 digital microscopy and scanning electron microscopy (SEM). The measurements of micro hardness were carried out according to the FM-300e Tester in Vickers HV scale using a 1.0 kg load. To obtain the distribution of the hardness along the whole area of the cross section transverse to the welding direction, the measurements were realized for different depths. To get a minimum dispersion of the measurements, the spacing between each horizontal line is 1 mm (9 lines) and the spacing between each indent is 0.3 mm (50 points per line) as presented in Fig. 2. The contour method was used to measure the longitudinal residual stress on the weld. It was developed by Prime (2001) in order to measure the residual stress ﬁeld over a cross-section. This technique offers higher spatial resolution for thin plates as was veriﬁed by Richter-Trummer et al. (2008). The measuring protocol consists of
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Fig. 1. Welding plate geometry (a) global view (b) front view



Fig. 2. Measurement lines of Vickers hardness



three main steps: (1) specimen cutting, (2) contour measurement and data processing, (3) numerical calculation. Firstly, Electrical Discharging Machining (EDM) method was used for the cutting process with a brass wire of 0.25 mm diameter and a cutting rate of 5 mm/min as shown in Fig. 3. Secondly; the coordinate measurement machine (CMM) with a touch probe of 1 mm diameter was used for scanning the proﬁle of the cutting surface, as presented in Fig. 4 Numerical treatments were applied to the measured data to obtain a representative polynomial function of the measured values which will be our input in the ﬁnite element model. Finally, a three-dimensional elastic ﬁnite element analysis was performed to evaluate the residual stresses normal to the cut surface from the imposed displacements. The three dimensional ﬁnite element model was presented in Fig. 5. Three additional displacement constraints were applied (Prime 2001) to prevent rigid body displacements in the y-z plane. The mesh was constructed using the three-dimensional 8 nodes C3D8R. The convergence was reached with 169,968 elements for a total of 183,855 nodes.
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Fig. 4. Contour measurement



Fig. 5. Three dimensional ﬁnite element model



3 Results and Discussions 3.1



Macrostructure



Figure 6 shows the macrostructure of a cross section of the butt-welding plate. Three distinct areas can be clearly identiﬁable: (1) the base metal (BM), (2) the heat affected zone (HAZ) and (3) the weld metal (WM). Defects can be visibly detectable in a digital macrograph. These defects are located at the boundary between the fusion zone and the HAZ. More precisely, they are located in the side of the WM as shown in Fig. 6. Two defects (porosity1, porosity2) were
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positioned at the right side of the WM and the third defect (porosity3) was located on the left side of WM. These elliptical defects were observed with a major axis of about 320, 300 and 80 lm respectively.



Fig. 6. Macroscopic view of the weld joint



3.2



Microstructure



Figure 7 shows the microstructure of the different regions of the welding joint. Signiﬁcantly changes were observed while moving from the base HSLA metal to the fusion boundary especially the average grain size and the proportion of the phases. The grain size was determined with a planimetric method. Figure 7a shows the microstructure of the base metal. A typical microstructure of ferrite can be observed with average grain size of 15 lm. Figure 7b shows the microstructure of the heat-affected zone HAZ. The HAZ contain 82% of ferrite and 18% of coarse grained bainite the ferrite grain size is about 10 lm. Figure 7c shows the microstructure of the weld metal. ﬁne dendritic structure can be seen in the top of the weld centerline due to higher cooling rate with average grain size of about 5 lm. The WM reveals a coarser solidiﬁcation microstructure composed of 70% coarse grained bainite and 30% very ﬁne grained acicular ferrite. By moving to the bottom of the weld centerline, the grain size increased gradually. Figure 7d shows the microstructure around the porosity1. A coarse grain region can be observed around the porosity with average grain size of about 22 lm. These coarse grains are surrounded by extremely ﬁne grains resulting in an obvious structural inhomogeneity. The local microstructure was composed of about 68% acicular ferrite and 32% bainite
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Fig. 7. Microstructures of the weld (a) The base metal (b) The HAZ area (c) The weld metal and (d) At the top of the porosity1 (SEM observations)



3.3



Micro-hardness Results



Figure 8 shows the distribution of Vickers micro-hardness in the whole area which is estimated according to the nine lines measuring strategy. In the base metal, the hardness remains at 215 ± 10 HV. Figure 9 presented the measurement results of line-1 and line-4 which are the lines located at 1 and 5 mm below the top of the weld respectively. As observed in Fig. 8, the hardness reaches the peak value of about



Fig. 8. Cartography of micro-hardness
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312 HV at the top of weld metal. In the weld zone, high level of hardness might be correlated to the presence of bainite and acicular ferrite grain size. It is obvious that the hardness decreases rapidly near the fusion line which indicates the beginning of HAZ. According to line-4 of measurements, the hardness drops down dramatically to 147 HV at the boundary between the weld metal and the HAZ but in the side of the weld metal due to the presence of the porosity.



Fig. 9. Two lines of measurement of micro-hardness



3.4



Contour Method Results



After measuring the displacements of both cut surfaces, the average of the two measured data was calculated in order to remove the effect of shear stresses or any asymmetric effects in the cut. The numerical treatments (Frih et al. 2017), applied on the measured data using MATLAB, are the ﬁlter ﬁrstly and then the smoothing which will also allow us to obtain a representative polynomial function of the measured values as presented in Fig. 10. The smoothing function represents our input in the ﬁnite element calculation. Displacements imposed are those calculated by smoothing: the approximate polynomial function estimations of the measured displacement value z in each node according to its coordinates x and y. Results given by numerical simulations were plotted in Fig. 11. The cartography of longitudinal stress, within the fusion zone, the heat affected zone and the base metal, were obtained. The longitudinal residual stress was not uniform throughout the thickness of the butt-welding joint. The peak tensile residual stress was obtained at top surface line (517 MPa) and was larger than the maximum stress at mid-thickness surface (300 MPa). The peak measured stress was close to the yield strength of HSLA S500MC steel at room temperature. It can be seen that the maximum stress at the bottom surface was close to that measured at the top surface. Along the three lines, the highest tensile stress was observed at the weld centerline.



Microstructure, Hardness and Residual Stress Distributions



317



Fig. 10. The average of the smoothed and ﬁltered measured data (mm)



Fig. 11. Longitudinal residual stress distribution



As shown in Fig. 12, the correlation between results shows that the hardness and the residual stresses values were proportional to the percentage of bainite and inversely proportional to the ferrite grain size.



318



I. Frih



Fig. 12. Correlation between microstructure, hardness and residual stresses



4 Conclusion The influence of a welding porosity on the microstructure, the hardness and the residual stress of a HSLA steel plate was studied. The main conclusions can be summarized as follows: 1. Very large grain size is observed around the lack of fusion defect which shows the lowest toughness and ductility in a welding structure. 2. Hardness tests show that: the maximum value of hardness was attained at the weld metal region, sharply decreasing in hardness from fusion boundary to ﬁne grained HAZ, gradually increase hardness at the base metal zone and the lowest hardness was obtained around porosity. 3. The cross-sectional residual stress proﬁle was measured using the contour method. Results show that the peak tensile stress is located near the weld centerline in the fusion zone and the highest compressive stress is situated in the heat affected zone. Acknowledgements. This work is partially supported by Champagne-Ardenne region. The author gratefully acknowledge the helpful comments and suggestions of the reviewers, which have improved the presentation.
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Abstract. This paper discusses the reliability of two approaches in modeling the Flexible Polyurethane Foam (FPF) behavior. FPFs are cellular polymers characterized by highly complex mechanical behavior including nonlinearity, viscoelasticity, hysteresis, and residual deformations. The review of this topic reveals that several studies have developed models based either on hereditary or on fractional derivation formulations. However, the viscoelastic behavior of the material integrates both short and long memory effects, which needs the combination of the two mathematical approaches to cover the full behavior of such a material. This work compares the two methodologies in identifying the parameters of foam behavior using the combined model. The approaches are based on experimental observations of the FPF behavior on compression (short memory effects) and cyclic (long memory effects) loadings. The relative inefﬁciency of the force difference method widely addressed in modeling processes was specially discussed. Keywords: FPF Modeling



 Viscoelasticity  Fractional derivative  Hereditary effect



Nomenclature



ai : bcyc : cj : k: E: FLi : FUi : Pj : VD : VR :



Viscoelastic parameter Cyclic coefﬁcients of the fractional derivative terms Displacement residues Viscoelastic damping coefﬁcient An elastic term ith Loading half-cycle ith Unloading half-cycle Displacement eigenvalues Viscoelastic damping force Viscoelastic residual force
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1 Introduction Flexible polyurethane foam is a recent cellular material discovered in the middle of the previous century. Nowadays, most of the body comfort products are manufactured by using this material. In particular, soft foam is recommended in modern car seats because of its special mechanical behavior which integrates nonlinear elasticity with viscoelastic memory effects such as: the stress hysteretic damping, the dependence of loading rate, the residual deformations, and the dependence of the number of testing cycle. Several investigations have been conducted to characterize this complex viscoelastic behavior by referring to two mathematical approaches: the hereditary models and the fractional derivative formulations. The hereditary models are the most widely used constitutive representations used to characterize the relaxation of viscoelastic materials over short time. Mathematically, these representations assume that the material response is equal to the integral convolution of the displacement rate weighted with a relaxation kernel. Physically, the foam response at a given time during loading is influenced by accumulated effects of previous deformations states properly weighted by the relaxation function (White et al. 2000). Muravyov and Hutton (1997) supposed that the kernel is better expressed as a sum of exponentials. Ippili et al. (2003) and Joshi et al. (2010) used this representation to predict the viscoelastic behavior of polyurethane foams and identiﬁed its parameters from quasi-static compressive standards. Jmal et al. (2014) obtained good results using the hereditary model for three different types of soft polyurethane foam. The mean advantage of using the hereditary models is their simplicity and facility of calibration of its parameters with the experimental measurements. The fractional derivative models are also popular and largely used to characterize mechanical behavior of viscoelastic materials and in particular to emphasize its dependence to past history of deformation. These formulations are obtained when considering derivatives on non-integer order in the stress–strain relationship (Bagley and Torvik 1983). Deng et al. (2006) established fractional derivative model with two orders to estimate the viscoelastic quasi-static compressive behavior of flexible foams and obtained accurate simulations of the experimental data. In prior works (Elfarhani et al. 2016a, b), a fractional derivative and hereditary combined models was established to describe and quantify the memory effects of flexible foams under quasi-static uniaxial compression standards. We found that both approaches are complementary since reasonable results were drawn from the concordance between the physical meaning and the mathematical formulation structure of the hereditary and fractional derivative parameters. In ﬁrst investigation, we considered the dependence of the material on compression rates, whereas in the second paper we focused our interest on the memory effects in the cyclic response of foam. Both studies are based on the same combined model but with two different parameters identiﬁcation algorithms. The main goal of this paper is to compare the two algorithms and to discuss the reasons of getting different estimation results of the viscoelastic residual force.
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2 Combination of Fractional Derivative and Hereditary Formulations to Model FPF Viscoelastic Behavior Under Quasi-Static Compression Loading 2.1



Elastic-Viscoelastic Model



In quasi-static regime, flexible polyurethane foams manifest a highly nonlinear and viscoelastic behavior. If we adopt that the response of soft PU foam is an additive sum of a viscoelastic component and an elastic one (Deng et al. 2006), we can express the total foam responses during loading and unloading phases as: FL ðxðtÞÞ ¼ EðxðtÞÞ þ VD ðxðtÞÞ



ð1Þ



FU ðxðtÞÞ ¼ E ðxðtÞÞ þ VR ðxðtÞÞ



ð2Þ



Here E is the elastic component, VD is the Damping component, and VR is the Residual force. Indeed, in the elastic spring back part, the viscoelastic component manifests the residual force effects instead of pneumatic damping behavior. 2.2



Identiﬁcation Methodology in the Quasi-Static Regime



The identiﬁcation process includes four steps; in each one we identify the parameters of the elastic and viscoelastic components by reference to experimental data obtained from two compressions tests performed in the same foam block with two different loading rates 10 mm/min (Test1) and 25 mm/min (Test 2). In Fig. 1 we illustrate the identiﬁcation methodology flowchart.



Fig. 1. Flowchart of parameters identiﬁcation process in the quasi-static regime.
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Quasi-Static Simulation Results



The optimization process described above allows to calibrate the parameters of each component of the elastic-viscoelastic model and then to obtain separately the simulation of each force as well as the reconstructed total response of the material.



Fig. 2. Measured and predicted foam response components (Elfarhani et al. 2016a).



As shown in Fig. 2, it is clear that the identiﬁcation process gives reasonable simulation results and the predictions of the foam response components are conform to the phenomenological hypothesis.



3 Combination of Fractional Derivative and Hereditary Models to Characterize FPF Memory Effects in Cyclic Loading 3.1



Combined Memory Model



Besides hysteretic loop and the stress-softening between loading and unloading phases, flexible polyurethane foams display memory effects of its loading history and it recovers when put to rest for enough time. Basing in the phenomenological curve identiﬁcation and experimental observations, we can notice that the residual effects accumulate over cycles. 3.2



Optimization Methodology in the Cyclic Regime



The identiﬁcation parameters method established for this cyclic model is primarily based on separating the experimental measurements of each component force apart. In Fig. 3, we illustrate the flowchart of the parameters optimization.
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Fig. 3. Flowchart of the parameters optimization methodology using the cyclic model.



3.3



Cyclic Simulation Results



As illustrated in Fig. 4, it is noticeable that there is strong agreement between the components simulations and the phenomenological assumptions as it give clear physical signiﬁcance.



Fig. 4. Measurements and predictions of the viscoelastic residual force, (Elfarhani et al. 2016b).
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4 Discussion: Comparison Between Proposed Models Indeed, the two presented models have almost the same formulations, as they are both based on the same phenomenological assumptions; except that the multi-cycle model takes into account the accumulations of the residual effects overs cycles. Thus, we should rather compare the two optimizations process to distinguish the more reasonable and efﬁcient one. Mathematically, it was shown that the two presented models provide satisfactorily accurate simulations of the soft polyurethane foam responses. In fact, the ﬁt statistics indicate that the ﬁrst optimization algorithm explain 96% of the total variations in measurements about the average values and the second identiﬁcation process consider at least 95% of the global variations in experimental data for the cyclic test. Physically, we can notice that the curves of the viscoelastic damping forces obtained from the two identiﬁcations system have nearly the same shape. This remark also concerns the elastic component curves. Concerning the viscoelastic residual force, the two algorithms allow to produce curves having nearly the same magnitudes with negative values (which indicate the resistance of the residual force to elastic effects). However the curves allures are signiﬁcantly different. Actually, the cyclic model conduce to more guaranties values of residual parameters. The raison is primarily related to the use of the difference force method in the ﬁrst algorithm. This method causes a mixing of the parameters values, since getting the optimum minimum is influenced mostly by the starting vector which is chosen randomly. Yet, in the ﬁrst identiﬁcation process the distinction of optimum values among local minima is based blindly on the ﬁt quality and on the signiﬁcance of curve allure. In the other hand, the cyclic algorithm has a major advantage, because it helps to extract the experimental measurements of each residual force apart, and to calibrate thereafter its parameters values separately. This important advantage serve to avert the admixture problem occurred often when using the difference force method between measurements of two different forces. From here, we propose to avoid the use of this method since it produces randomly distributed values of parameters. To sum up, the second algorithm is more efﬁcient and allows obtaining more guaranteed result, and the residual parameters are better identiﬁed by referring to the cyclic tests.



5 Conclusions The memory combined model gives reasonably good results, and the cyclic identiﬁcation algorithm help to characterize and quantify residual effects in soft foam. However, it would be important to check its ability to cover a wide range of loading rates. Moreover, it can be a good alternative to validate this model through cyclic compression tests with three different displacement rates. This standard allows for ﬁnding out the influence of compression rate in each viscoelastic component.
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